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Introduction 

The worldwide frequency of diabetes cases (Saeedi et 

al., 2019) in 2019 was 9.3% (465 million people), which 

will climb to 10.2% (580 million people) by 2030 and 

10.9% (700 million people) by 2045. The ballpark 

estimate for the number of diabetic patients who pass 

away each year is 2–5 million. The frequency of 

individuals diagnosed with diabetes tends to rise with 

increasing age. In low- and middle-class families, 3 out 

of 4 people suffer from this problem all over the world. 

Many such people are living with diabetes (1 in every 2 

adults, approx. 240 million), but they do not know they 

have it. Type 2 diabetes affects 90% of the population, 

whereas type 1 diabetes affects around 10% of the 

population. Around one in four adults aged 60 to 65 and 

beyond have diabetes, equating to over 25% of this 

population. According to the WHO’s data assessment 

report, the number of diabetics, which was 108 million in 

1980, increased to 422 million in 2014. The World 

Diabetes Federation estimates that 537 million adults 

(aged 20 to 79) worldwide had diabetes as of 2021, equal 

to 1 in 11 adults. The Centres for Disease Control and 

Prevention (CDC) states that 463 million adults 

worldwide have diabetes. In this regard, we present a 

machine learning-based application to forecast the risks 

of DM risk factors. In light of these considerations, the 

framework was created to yield more precise findings 

when contrasted with other research, which revealed that 
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Abstract: Generative Adversarial Network (GAN) is a revolution in modern artificial 

systems. Deep learning-based Generative adversarial networks generate realistic synthetic 

tabular data. Synthetic data are used to enhance the size of a relatively small training 

dataset while ensuring the confidentiality of the original data. In this context, we 

implemented the GAN framework for generating diabetes data to help the health care 

professional in more clinical applications. GAN is used to validate the Pima Indian 

Diabetes (PID) Dataset. Various preprocessing techniques, such as handling missing 

values, outliers and data imbalance problems, enhance data quality. Some exploratory data 

analyses, such as heat maps, bar graphs and histograms, are used for data visualisation. We 

employed hypothesis testing to examine the resemblance between real data and GAN-

generated synthetic data. In this study, we proposed a GAN-Long Short-Term Memory 

(GLSTM) system, in which GAN is used for data augmentation, and LSTM is used for 

diabetes classification. Additionally, various GAN models such as CTGAN, Vanilla GAN, 

Coupula GAN, Gaussian Coupula GAN, and TVAE GAN are used to generate the 

synthetic dataset. Experiments were conducted on real data, synthetic data, and by 

combining real and synthetic data. The model that used both real and synthetic data 

obtained a substantially better accuracy of 97% compared to 92% when only real data was 

used. We also observed that synthetic data could be used in place of real data, as the mean 

correlation between synthetic and real data is 0.93. Our study's findings outperformed when 

compared to state-of-the-art methodologies. 
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4.2 million fatalities occurred in 2019, making it among 

the principal contributors to global mortality. 

Diabetes is an incurable condition that causes blood 

glucose levels to rise over time. Disturbances in the 

quantity of sugar in the blood cause this deadly condition. 

It is a condition in which the pancreas does not function 

properly; as a result, the body has a variety of challenges, 

including eyesight, heart, nerve, and kidney disease. 

(Aruna Kumari et al., 2022) Diabetes causes many 

biological tissue damage in people's bodies due to 

elevated blood glucose levels. People across the globe are 

impacted by diabetes, which is grouped into three types: 

Type 1, Type 2, and gestational diabetes. Insufficient 

insulin production by the pancreas leads to Type 1 

diabetes, and it must be injected into the body from 

outside sources to keep glucose levels stable. This kind of 

diabetes is more frequent among teenagers. Type 2 

diabetes results from the body's incapability to adequately 

utilize the insulin that is produced by the pancreas. It 

appears when the body's metabolic mechanism cannot 

digest food completely, leading to increased blood sugar 

levels. One of the causes of this type of diabetes could be 

hereditary. This type of diabetes is most frequent in 

adults over 45. Hormonal changes and increased insulin 

production during pregnancy cause gestational diabetes. 

Reportedly, Machine learning (ML) techniques are 

used extensively in many areas, such as the diagnosis of 

diabetes and cancer (Anil et al., 2022; Monirujjaman et 

al., 2022; Rufo et al., 2021), Covid-19 (Meraihi et al., 

2022), meningitis (Mentis et al., 2021), coronary heart 

disease (Akella and Akella, 2021; Heo et al., 2022), and 

hypertension (Islam et al., 2022). 

A broad spectrum of models, based on data mining 

and machine learning techniques, has been developed by 

researchers to accurately predict the risk of diabetes 

mellitus occurrence. But the results obtained from these 

models could be better. So, the predictions are not 

trustworthy. In this regard, we present a deep learning-

based application to forecast the risks of DM risk factors.  

To the extent of our knowledge, we proposed GLSTM 

architecture for diabetes prediction on the PID dataset for 

the first time in the literature. GAN is employed for data 

augmentation, while LSTM is used for diabetes 

classification. We have developed the diabetes 

classification model using only real data. Then, another 

model is built using the combined real and synthetic data. 

Various GAN models, such as CTGAN, Vanilla GAN, 

Coupula GAN, Gaussian Coupula GAN, and TVAE 

GAN, are used to generate the synthetic dataset. To 

prepare the data, relatively new techniques arrange being 

used. For example, the log transformation technique 

eliminates outliers, and the MICE imputation technique 

fills in the gaps left by missing values. To create a 

balanced dataset, we investigated data-level techniques 

that modify the data distribution to equalize the frequency 

of events that belong to two distinct categories. The 

proposed framework provides better accuracy, sensitivity, 

specificity, ROC-AUC, and F1 score than sophisticated 

methodologies. 

ML and DL classifiers, such as Decision Trees 

(Saxena et al., 2021), Artificial Neural Networks (Jaiswal 

& Gupta, 2021), Support Vector Machines (SVMs), 

Bayesian Networks, ensemble techniques (Jaiswal and 

Gupta, 2022), and Convolutional Neural Networks have 

been widely employed in PID dataset for diabetes 

prediction. However, these approaches need a large 

amount of data to be trained appropriately. Data selection 

is often complex and challenging since most data is 

private and subject to robust privacy regulations. There 

are probably many personal details about a patient's 

health in their medical records at the health center (Zhu et 

al., 2020), Regardless of whether the names and ID 

numbers are removed before the data is revealed. It is 

possible that specific persons can be recognized using a 

combination of other criteria such as age, gender, height, 

and weight. Because of the possibility of re-

identification, several laws have been put in place to limit 

the usage of personal information of the patient using 

various databases. One approach to overcome this 

problem would be constructing a sufficiently accurate 

synthetic data set based on the original dataset. Diabetes 

mellitus may be predicted using GAN models. GANs 

have recently demonstrated impressive performance on a 

variety of tasks, including producing realistic pictures 

(Zhou et al., 2023), synthesizing electronic health records 

(Baowaly et al., 2019), and forecasting financial time 

series data (Takahashi et al., 2019). 

In order to address this discrepancy, we will examine 

the application of Generative Adversarial Networks 

(GANs) in the simulation of synthetic tabular data. The 

LSTM model is used for the classification of diabetes 

mellitus and determines if a person has the disease or not. 

The arrangement of the article is in the following manner: 

Section 2 presents prior studies and commonly used 

classification methods for diabetes. Section 3 describes 

the methodology used, which includes defining the 

problem, data preprocessing, and models, with a 

particular emphasis on the suggested GAN-LSTM 

algorithm. The findings are presented in Section 4, and 

Section 5 contains a discussion. Lastly, Section 6 

concludes the article and offers recommendations for 

future research. 
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According to the study, traditional models are not as 

effective, and accuracy in predicting diabetes diagnosis 

remains a complex topic to be studied further. In light of 

this, deep learning models are data intensive. Data is 

limited in the medical field, and finding large amounts of 

data on specific diseases is challenging. Also, the datasets 

available for diabetes prediction are inadequate for proper 

processing. The researchers face challenges due to the 

small size, missing values, outliers, and lack of specific 

information in the diabetes datasets. Available solutions 

are expensive and require complicated mathematical 

models for immediate diagnosis. Cost-effective solutions 

should be developed for all individuals (diabetics, pre-

diabetics, and healthy people). 

Materials and Methods 

The proposed model evaluates both real and fake data 

generated by the GAN model and combined data 

containing both real and fake data. The flow diagram of 

the research work is shown in Figure 1. In this diabetes 

prediction model, visualization and simulation are 

accomplished using several libraries, including NumPy, 

pandas, scikit, matplotlib, and sea born. Gathering 

relevant patient information is essential; first, selecting 

and preprocessing the PID dataset. Preprocessed data is 

input to the GAN model. For classification, preprocessed 

real data, GAN-generated data, and a combination of both 

are fed into the LSTM network. The output of the LSTM 

model included accuracy, precision, recall, F1-score, and 

Log-loss. 

Real Data Set (PID) 

In this article, the PID dataset (Albahli, 2020) is 

addressed and obtained from the UCI Machine Learning 

repository. PID dataset contains information about 

whether a person has a diabetic problem. It incorporates 

768 samples and 9 features such as Diabetic Pedigree 

Function, Pregnancies, Glucose, Insulin, Skin_Thickness, 

Blood_Pressure, BMI, Age, and Outcomes. One can 

determine whether a patient has diabetes (Yes) or not 

premised on the outcome variable (No). This 

demonstrates the need to address the issue of binary 

categorization in this scenario. The initial features are 

listed in Table 1, along with a brief description of each. 

Synthetic Dataset (GAN generated) 

The number of features is identical between the 

original data and the data generated by the GAN model, 

but there are significantly more records. 768 samples and 

9 features are present in the original data, while 2000 

samples and 9 features are present in the data produced 

by GAN. 

 

Proposed GLSTM based model for generating PID 

synthetic data 

GAN 

The GAN architecture was first described in 2014 

by Ian Good Fellow et al. (2020). GANs are generative 

models useful for synthetic data creation in data science. 

GAN models are implicit density unsupervised models 

that supervise themselves. The model learns from the 

statistical properties of the data. There are two networks 

in the model, one network called a generator which works 

to generate data, and a second network called a 

discriminator. The discriminator classifies the data 

generated by the generator, and after classifying it, it 

gives feedback to the generator so that generator updates 

the model using the back propagation technique. We keep 

the generator constant during the discriminator training 

phase and vice versa. Both generator and discriminator 

use neural networks.  

 

Figure 1. Block diagram of GLSTM-based system for diabetes prediction. 
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Generative 

Generative models generate the data. It means it 

creates new fake instances.  

Adversarial 

Adversarial model classifies the data generated by the 

generator and gives feedback to it. 

Network 

It is a neural network that takes input and, after the 

calculation, gives output. 

The following sections explain the process & 

functionality of GAN 

GAN is a combination of two models. There are two 

networks called generator and discriminator; both 

networks are neural networks. They have an input layer, a 

hidden layer and an output layer. The GAN model's 

generator part learns from latent space's probability 

distribution. It uses Gaussian distribution techniques for 

creating synthetic data. The synthetic data pass through 

the discriminator as an input, and the discriminator 

utilizes a conventional classification technique to classify 

the data generated by the generator. Discriminator 

identifies the similarity between real data and synthetic 

data, and based on this they classify them as real or fake. 

After the discriminator’s classification, the generator has 

to update the model with the back propagation technique. 

Based on the discriminator’s feedback, the generator 

creates new samples. The iteration will perform until the 

generator fools the discriminator, so the discriminator 

classifies the fake data as real data. The generator and 

discriminator both act as competitors of each other. Once 

the discriminator predicts fake samples as real, then the 

training is complete. 

Here the generator endeavors to scale back the 

following characteristic while the discriminator makes an 

effort to maximize it. The formulation in equation 1, 

derives from the cross entropy between the real and fake 

distribution. 

 

 
   
 

   
 

 (   )           ( )     ( )  

     ( )    (   ( ( )))            ( ) 

                                  

 D(x) is the discriminator’s estimate of the probability 

that real data instances x are real 

 Ex is the predicted value overall real data instances 

 Ex∼Pdata(x) is the probability distribution of real data 

 G(z ) is the generator’s produced value when given 

noise z 

 Ez∼Pz (z) is the Probability distribution of the noise 

 D(G(z)) is the discriminator’s estimated probability that 

a fake instance is real 

 Ez is the predicted value over the entire random inputs 

to the generator 

The framework of the GAN model is illustrated in 

Figure 2, where the discriminator and generator are 

denoted as D and G, respectively.         ( )  is a real 

sample, and      ( )  is generated synthetic samples of 

random Gaussian distribution. It is a probability 

distribution of the latent space. When x is generated from 

        the Discriminator classifies the generated data as 

real data. G (z) is a generator’s output when given G (z) 

as input to the Discriminator. The Discriminator aims to 

maximize [1-D{G(z)}] to ensure that D [G (z)] becomes 

0. In contrast, the Generator wants to minimize [1-

D{G(z)}] to force the probability of D[G(z)] to 1, causing 

the Discriminator to make an error in identifying 

generated data as real. Therefore, instead of minimizing 

Figure 2. The Framework of Generative Adversarial Network 
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log [1−D (G (z)], the Generator G can be trained to 

maximize log D [G (z)] to overcome this issue.  

Exploratory Data Analysis & Data preparation  

Data Visualization 

 Information is presented visually through data 

visualization to make it easier to comprehend. This 

section displays the information as a bar chart, box plot, 

heat map, etc. The bar graph analysis reveals the 

proportion of people who have diabetes. A box plot can 

detect an outlier whether or not it is present in the dataset. 

The statistics show the values' first quartile, median, and 

third quartile ranges as well as their highest and lowest 

values. The heat map demonstrates the variables' 

correlation, ranging from -1 to +1. 

 

Correlation measures the strength between two 

continuous variables. In figure 3-4, we can see how close 

the synthetic data is to real data. The generated synthetic 

data is very close to the original data. The mean 

correlation is 0.9359 between fake and real columns. We 

could also explore real and synthetic data with a 

visualization plot.  

Data Wrangling 

Data wrangling is the process of reducing redundant 

values, data discretization, and feature selection. It must 

be improved in order to be suitable for data analysis and 

machine learning tasks. The data standardization and 

outlier removal are included in this section. A model was 

developed using the data that had been processed. There 

are 500 people without diabetes and 268 patients with 

diabetes in the PID data set, which includes 768 patients. 

The dataset can be balanced in two ways: under-sampling 

and oversampling. We employ the Proximity Weighted 

Synthetic Oversampling (PROW) technique, which does 

not depend on detecting k-nearest neighbors, to over 

sample the minority class. The significance weights are 

instead distributed among all the minority examples 

according to how far apart they are from the majority 

occurrences. In contrast to SMOTE, PROW generates 

samples along line segments between instances of the  

Table 1. PID dataset description 

Sl. 

No. 
Attributes Mean SD Min./max. 

Missing 

Values 

1. Number of pregnancies 3.8 3.4 1/17 0 

2. The level of plasma glucose 120.9 32 56/197 5 

3. Diastolic_BP 69.1 19.4 24/110 35 

4. Skin_Thickness(mm) 20.5 16 7/52 227 

5. 2-Hour serum insulin level 79.8 115.2 15/846 374 

6. BMI (kg/m2) 32 7.9 18.2/57.3 0 

7. Family history of diabetes 0.5 0.3 0.0850/2.32 0 

8. Age 33.2 11.8 21/81 0 

9. Class - Yes/No 
Diabetic/Non-

diabetic 
- 
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Figure 3. Correlation of the features in Real data, Fake data and their differences 

Figure 4. Synthetic data and Real data Visualization 
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minority class that are relatively far apart, resulting in a 

wider distribution of additional occurrences throughout 

the minority class's manifold. 

The measure of missing values for each feature is 

presented as a proportion as 48.56% for Insulin, 29.58% 

for Skin Thickness, 4.58% for Blood Pressure, 1.43% for 

BMI, and 0.65% for Glucose. There is no missing value 

in the remaining features. To fill this value, we are using 

MICE multivariate imputation technique.  A MOUSE is 

an acronym for the Multivariate Imputation by Chained 

Equations algorithm. Univariate methods such as mean, 

median, mode, frequent data, and constant frequently do 

not provide reliable information for missing values 

because they impute missing values in that column using 

that particular column. The multivariate method estimates 

the best prediction for each missing value in a dataset by 

gathering information from other columns. 

PID dataset’s features contain outliers. Outliers are the 

values that are distinct from the rest of the data. It causes 

a problem during model fitting. When we feed these 

features into the model as is, one of them may have a 

significantly more prominent influence on the outcome 

due to its higher value. To give equal weight to each 

feature, feature scaling is required; we use the log 

transformation technique to accomplish these values. It 

reduces data skewness and can aid in transforming a non-

linear model into a linear one. 

We can understand more about data imbalance from 

figure 5. Here, we can see that diabetics' records are 

significantly higher than non-diabetics. It has been 

observed that the imbalanced data gives poor 

performance. 

Hypothesis Testing 

A statistical method known as testing for hypotheses 

determines whether a relationship between real data and 

artificial data is statistically significant or more likely to 

be the product of randomness. We calculated the P-value 

to measure the difference between the two distributions 

(Probability Score). 

 
Figure 5. Distribution of the dependent features 

Our Null Hypothesis (H0), shown in equation 2, 

suggests that the mean of a specific variable in the actual 

dataset (Mean 1) is equivalent to the mean of the same 

variable in the simulated dataset (Mean 2). If the p-value 

is less than 0.05, we reject H0 and infer that the two 

means have a significant difference. 

Ideally, we want the two means to be the same; hence, 

we do not want to reject H0 for as many variables as 

possible. In general, a high p-value indicates that the null 

hypothesis is more likely to be true; a low p-value 

indicates that the null hypothesis is more likely to be 

rejected. Therefore, the two means are considered 

different if the p-value is greater than 0.05. 

                                  ( ) 

3.6 Machine learning classification model 

Long- Short Term Memory (LSTM) 

The nature of the “LSTMs” is exactly like the 

recurrent neural network designed by Hochreiter and    

Schmidhuber in 1997 LSTM performs a variety of 

functions far more effectively than the standard version. 

RNN comes with vanishing gradient complexity. LSTM 

fulfils the promise of recurrent neural networks by 

overcoming technological challenges. LSTM has secured 

a memory unit for storing input/output data. As an 

alternative to a single-layer neural network, LSTM 

contains a memory cell and three interacting 

Table 2. Statistical Significance Test Results 

Features 
Vanila 

GAN 

Coupula 

GAN 

Gausian 

Coupula 

GAN 

CTGAN 
TVAE 

Model 

BMI 0.259814 0.17321 0.24611 0.12101 0.31345 

Blood_Pressure 0.26678 0.12911 0.251879 0.10234 0.32811 

Skin_Thickness 0.280832 0.18924 0.2742 0.01201 0.36281 

Glucose 0.000062 0.000003 0.000041 0.000001 0.00251 

Diabetes_Pedigree_Function 0.788961 0.28921 0.75321 0.16721 0.88235 

Insulin 0.560453 0.17821 0.54329 0.13985 0.67021 

Pregnancies 0.152257 0.02331 0.13257 0.01278 0.18921 

Age 0.78002 0.28902 0.65439 0.21784 0.89209 

Outcome 0.269629 0.16021 0.25481 0.02349 0.321099 
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multiplicative units: input gate, forget gate and output 

gate. 

Figure 6 depicts the architecture of the LSTM cell  

with input gate it, forget gate ft, control gate ct, and output 

gate ot for a particular time step t. 

 
Figure 6. The architecture of LSTM cell 

The input gate determines what expletive knowledge 

will be stored in the cell state, which is stated as 

      (    [       ]    )        ( ) 

The forget gate defines what prior knowledge from 

the cell state that is not significant from the previous time 

step should be remembered and is described as 

     (               )      ( ) 

The control gate oversees the rejuvenating cell state 

from Ct-1 to Ct, founded on equations 5 and 6 

  ̃      (               )      ( ) 

                      ̃        ( ) 

The output gate is in authority for brought to pass 

productivity in the current time step. This process can lay 

it out as: 

     (               )          (7) 

      (    (  ))          ( ) 

In mathematical statement equation 1 to equation 6, σ 

is the sigmoid activation function, which decides which 

values to let through 0 or 1. A value of 0 implies “let 

nothing through,” whereas a value of one means “let 

everything through” the Ws is correlated with weight 

matrices. Tanh assigns weightage to the values which are 

passed. Determine their level of relevance and restrict the 

values in the direction of through to the range of -1 to 1. 

The LSTM model has been acquired for diabetes 

disease binary classification. In the LSTM model, the 

input data must be in the form of time series data. Hence, 

we reshaped the input data, including nine attributes.  

  

They are represented as Yi in equation (9). The 

balanced records are reshaped in equation (10). It 

complies with the input requirement of the deep neural 

network framework.                         

       ∑  

 

   

         ( )        

 

                     (  )    (  )     

                                                                                            

Hyperparameter Tuning 

Hyperparameter’s values are used to control the 

learning process, which is described in table 3. In 

building Machine learning models, hyperparameter 

tuning is defined as selecting the appropriate collection of 

values. Among the hyper-parameters are batch size, 

learning rate, generator, number of epochs, discriminator 

optimizer, number of units in a dense layer, number of 

layers, loss function, activation function, and certain 

properties like the dropout layer keep probability and 

batch normalization momentum. Stochastic Gradient 

Descent is used to train GAN; one difficulty is carefully 

determining the learning rate and batch size.  

Table 4. Comparative analysis of Balanced and 

Imbalanced Data 

Classifiers 

(LSTM) 

Imbalanced     

Real Data 

Balanced Real Data 

(using PROW) 

Accuracy 85% 92% 

Precision 82% 92% 

Recall        81% 92% 

F1-Score 81% 92% 

Log-loss 0.23 0.14 

AUC 0.81 0.92 

Table 3. Hyperparameters of the GLSTM framework 

Hyperparameters Range GAN model LSTM model 

Learning rate 0.001, 0.01, 0.1, 0.002….. 0.002 0.001 

Batch Size 8, 16,32, 64, 128, 512 32 128 

Number of epochs 10, 20, 30, 40, 50 30 20 

Optimizer NAdam, SGD, Adam, Adagrad - Adam 

Generator Optimizer SGD, Adam, RMSprop, Adagrad SGD - 

Discriminator Optimizer SGD, Adam, RMSprop, Adagrad SGD - 

Number of hidden layers 1-10 3 5 

Activation Function ReLU, Leaky ReLU, tanh, sigmoid, 

Linear 

sigmoid Leaky ReLU 

Loss function Binary Cross-Entropy, Wasserstein loss, 

Mean squared error 

Binary Cross 

Entropy 

Binary Cross 

Entropy 
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Given that the GAN is trained using SGD, using back 

propagation, the model's weights are updated by 

calculating the error gradient for the current state. Weight 

updates occur during the training period. An extreme 

value could result in an early convergence. A too-small 

value, on the other hand, can create excruciatingly 

delayed convergence. A larger batch size offers a more 

precise estimation of the error gradient. The likelihood 

that increased performance will result from tweaking the 

model weights is higher. Another option is to employ a 

small batch size, which results in a less precise 

estimation. To address the over fitting problem, we use a 

10-fold cross-validation technique. The grid search 

tuning for the hyperparameters is shown in Table 3 as a 

key-value pair. 

 

Results 

Experimental Setup 

In this experimental purpose, a set of programs that 

are run and carried out on a workstation system that 

meets the following requirements to demonstrate all 

experiments on the Python 3.11.1 development 

environment. Intel(R) Core (TM) i5, RAM 8 GB, and the 

system type is the 64-bit operating system, x64-based 

processor.  

After completing the data preprocessing task, the 

preprocessed data is fed into the GAN framework for 

data augmentation called augmented data. Then we have 

real data, which is preprocessed data. Augmented data is 

GAN-generated data and a combination of real and 

augmented data. The dataset was partitioned into training 

and testing sets and the deep learning model LSTM 

algorithms were employed to classify the data. In order to 

achieve the most favorable results for the dataset, a 

combination of cross-validation methods and 

hyperparameter tuning was executed. 

Table 4 represents the result of balanced and 

imbalanced data. Balanced data gives better results as 

compared to imbalanced data. 

Tables 5 and 6 represent the classification reports of 

different GAN results. The method exhibited impressive 

performance characterized by high prediction accuracy, 

AUROC, and other metrics, including precision, recall, 

and F1-Score. 

 

The simulation result shows in the above graph. Figure 7 

represents the GAN-LSTM models’ performance. Real 

data contains 768 instances and achieves 92% accuracy, 

fake data includes 750 cases and 91% accuracy, while 

combined data has 1413 instances and achieves 97% 

accuracy. The Roc curves for the real, synthetic, and 

combined data are shown in Fig. 8 and are 0.92, 0.94, and 

0.97, respectively. 

Table 5. Comparison of Fake data with different GAN’s Outcomes 

Classifiers 

(LSTM) 

Fake Data 

(Vanila 

GAN) 

Fake Data 

(Coupula  

GAN) 

Fake Data 

(Gausian 

Coupula 

GAN) 

Fake Data 

(CTGAN) 

 Fake Data 

(TVAE 

Model) 

Accuracy 89% 86% 82% 74% 92% 

Precision 89% 87% 80% 78% 93% 

Recall 89% 86% 82% 74% 92% 

F1-Score 89% 86% 81% 73% 92% 

AUC 0.89 0.86 0.82 0.74 0.94 

Table 6. Comparison of combined data with different GAN’s Outcomes 

Classifiers 

(LSTM) 

Combined 

Data 

(Vanila 

GAN) 

Combined 

Data 

(Coupula  

GAN) 

Combined 

Data 

(Gausian 

Coupula 

GAN) 

Combined 

Data 

(CTGAN) 

Combined 

Data 

(TVAE 

Model) 

Accuracy 95% 90% 94% 84% 97% 

Precision 94% 91% 94% 88% 97% 

Recall 94% 92% 94% 84% 96% 

F1-Score 94% 92% 94% 83% 96% 

AUC 0.96 0.92 0.94 0.84 0.97 
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Accuracy No. of samples

Combined Data 95 1814

Fake Data 89 750

Real Data 92 768

0%

50%

100%

GAN-LSTM Model's Outcome 

Real Data Fake Data Combined Data

Figure 7. GAN-LSTM model results for Pima Indian Diabetes Dataset 

Figure 8. Roc curve for Real data, Fake data and combined data 
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Discussion 

Furthermore, comparison with benchmarking 

classifier, our findings outperformed the results presented 

by other authors. We also used the same dataset and 

performance metrics that were employed in previous 

studies. Table 5 lists the number of writers who have 

used various deep learning techniques, including MLP 

and LSTM, as well as more conventional methods like 

SVM, logistic regression, naive bayes, decision trees, and 

KNN. Both of which produce superior results, but our 

result is superior in terms of precision. 

Table 7 summarises discussions from various 

researchers' perspectives on developing non-invasive 

real-time systems and the technique for detecting diabetic 

illness. The table below indicates that the performance of 

the GLSTM model surpasses that of the current state-of-

the-art methods. 

Conclusion  

In this article, we've discussed techniques that make 

healthcare more accessible. The findings of this study 

might be helpful to doctors, researchers, students, and 

medical professionals working on research and 

development. We investigated frequent issues 

encountered when training GANs. For GAN training, 

much integration of hyperparameters were utilized. To 

identify which combination works best, we used 

hypothesis testing to assess the similarity of the real and 

created synthetic dataset. The MICE Imputing approach 

is applied to balance the classes on the real and combined 

data sets. We integrated the GLSTM architecture to 

improve the overall accuracy of diabetes prediction. We 

produced numerous synthetic data sets using multiple 

GAN models and compared their results to discover the 

best synthetic data. 

The proposed GLSTM framework is effective and 

efficient, with a success rate of  97% when simul-

ated on the test PID dataset. Additionally, we evaluated 

the system against cutting-edge techniques, and our 

system outperformed them all. This comparison 

demonstrated the potential of a DNN-based diabetes 

prediction system for achieving significant benefits. The 

presented DNN method's superiority could be seen 

through performance evaluation of LSTM models 

utilising several performance measures, including 

accuracy, specificity, sensitivity, accuracy, and F1 score.  

In the future, we will examine other network designs and 

data sets with varying characteristics. 
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