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Introduction 

Today is the era of technology, and many people 

rapidly connect with technology via the internet. Since 

the number of internet users is growing day by day, they 

generate voluminous data. This number of users may 

reach 1.2 trillion in 2030, and its annual economic effect 

is possibly $15 trillion (Chowdhury et al., 2019). These 

data are stored and processed on the cloud, which is so 

far from the end user. So there is a problem that arises as 

high latency, and network congestion, so it decreases the 

QoS services. A new model known as fog computing has 

emerged to address the issue. It was first introduced by 

Cisco in 2012 (Bonomi et al., 2012). According to the 

Cisco system, fog computing does not replace cloud 

computing but rather behaves as a mediator between 

cloud computing and sensor devices. It stretches cloud 

computing from the network's centre to its edges and 

intends to deliver networking, storage, and computing 

services to consumers (Dastjerdi et al., 2016). 

Cloud computing refers to a replica that contains a 

resource pool and provides a fully virtualized 

environment. It is based on paying for a usage service 

which means the user only pays for the service which 

they needed only. National Institute for Standard and 

Technology (NIST) (Mell and Grance, 2011; Miyachi, 

2018), according to its definition, cloud computing refers 

to a paradigm that makes its resources available to 

customers as needed and releases them when the 

customer is done using them. It offers two models, the 

service and deployment models (Diaby et al., 2017). The 

deployment model is focused on the end user's 

requirements for accessibility, infrastructure, and 

location. It is further categorized into sub-categories as 

Public Model (managed and used by CSP and end user 

respectively), Private Model (offers the infrastructure to a 

particular organization for their unique needs, and 

prohibited users are prevented from accessing this 

infrastructure), Community Model (offers the 

infrastructure that is used by several entities with related 

needs.), and Hybrid Model (it is a mixture of many cloud 

types). The service Model is focused on providing 

various services to end users. It offers services such as 

SaaS, PaaS, and IaaS. Figure 1 depicts the cloud 

computing architecture (Tsai et al., 2010). This 

architecture is separated into two ends: the front and 

back. These ends communicate with one another through 

the Internet. The user side end is known as the front end 

and the virtualized end where the computation is 

performed is known as the backend. 

In cloud computing, all the user requests are computed 

at a geo-centralized data centre. These data centres 

contain huge servers, applications, and networking 
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facilities but suffer from high latency, network 

congestion, and security issues. So, to overcome these 

drawbacks, perform modifications in cloud architecture 

by applying a middle layer between the cloud and the end 

user (Hu et al., 2017). This is shown in Figure 2 (Hu et 

al., 2017). This layer contains many fog nodes. Each fog 

node consists of its virtual machine which is closer to IoT 

devices and takes care of networking, computation, and 

storage facilities. These fog nodes are geographically 

distributed and aim to offer localized services to 

minimize the networking bandwidth and computational 

cost and extend QoS (Sarkar and Misra, 2016; Luan et 

al., 2016). 

Fog Computing (Bonomi et al., 2012; Ashi et al., 

2020) offers the capability of heterogeneity (fog node 

belongs to different form factors and these nodes are 

deployed in a different environment), low latency (quick 

response because fog node is closer to the source of data 

generator), multi-tendency (it refer as accessing the same 

resource by different cloud provider‟s customer), 

interoperability (which means running an application on 

the different cloud), Geographical distribution (since fog 

is geographically distributed so it provides better 

services). With all these capabilities, it faces some 

challenges as well, like synchronization, discovery, 

standardization, and management (Gill et al., 2022). 

Along with some capability and challenge, it also offers 

some advantages like saving the bandwidth of the 

network, minimizing response time due to geo-distributed 

fog nodes, and increasing security because the fog node is 

available nearer to the end user (Firdhous, 2014; 

Chakraborty, 2019).  

Since fog computing is an advancement of previously 

available techniques (Huet al., 2017; Ghobaei-Arani et 

al., 2020), It mostly consists of storage, communication, 

and computing techniques to fulfill the user‟s 

requirements for resource management, privacy, fast 

response, etc. The storage technique is based on pre-

caching and augmentation in the storage approach, which 

results in a fast response. The communication technique 

can be categorized into three ways of connections: (i) 

between the fog node and sensor device as a wireless 

connection (ii) between the fog node and another fog 

node as a wireless or wired connection (iii) between the 

fog node and the data center as a wireless or wired 

connection. Some wireless approaches are named WiFi, 

3G, 4G, 5G, Zigbee, SDN, CDN, and NFV. With the use 

of these techniques, communication may be possible. 

SDN (software-defined network) offers network 

virtualization. NFV (Network Function Virtualization) 

offers quick deployment due to fully shareable resources. 

Computation techniques offer two approaches: latency 

control and offloading computing. 

 
Figure 1. Cloud Computing Architecture: works into 

two ends that communicate through the internet (Tsai 

et al., 2010) 

 

Figure 2. Fog Computing Model: Involves three layers 

where the lowest layer makes requests to the upper 

layers for computation, and after computation 

respond are given for the lowest layer (Hu et al., 2017) 

These performance metrics make it possible to compare 

the effectiveness of the many algorithms in the Fog 

computing framework. These parameters provide QoS in 

the Fog system as described below (Subramoney and 

Nyirenda, 2022; Xie et al., 2019). 

Makespan 

The overall execution time required to complete a 

task. It is mathematically defined as follows. 

 
       Where Ft xi ,Stxi denotes the finish and starting time of 

a task X= {x1,x2,…….xi} denote the number of task  
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Table 1. Brief of Workflow Scheduling Methods 

Name of 

Articles 

Notation 

/ Paper 

Name 

Brief Description 

Saif et al., 

2023 

 

WSA1  They invented the MGWO (Multi-Objectives Grey Wolf Optimizer) algorithm 

to reduce energy consumption and QoS delays. 

 It schedules the task by using the queue theory. 

 It works in the hierarchy and divides into four (wolf) steps: alpha, beta, delta, 

and omega. 

 The alpha (α), also known as the dominant wolf, works in the upper section of 

the pack and is in charge of guiding and making decisions for the others. 

 Beta (β), takes care of discipline and controls the Delta and Omega. 

 Delta (δ), is giving to α,β and commanding the omega (ω). 

 Omega (ω) works at the lowest level and aids layers above it. 

 Since it's a meta-heuristic approach, the fitness function is used to get energy-

aware scheduling and improve QoS. 

Yin et al., 

2023 

WSA2  It developed an algorithm for scheduling the resources by incorporating the 

benefits of the GA and ACO algorithms. 

 So, it gets named the new genetic ant colony optimization (NGACO) algorithm. 

 They improve pheromone generation with the use of the roulette algorithm. 

 The experiment proves that this algorithm reduces total cost, economic cost, and 

makes span compared to the ACO algorithm. 

Mehta et al., 

2023 

 

WSA3  It invented a district heuristic algorithm for real-time scenarios by taking low 

latency as a QoS parameter. 

 It also minimizes the application response time by 11% compared to other 

algorithms. 

 It views fog nodes (FN) as being in a hierarchical order, and as you move up the 

hierarchy, the nodes' capacity may grow. 

 The fog nodes decide when to schedule events using RMS by considering 

resource availability. 

 In terms of computations, it states that fog nodes at distinct levels are 

heterogeneous, while those at the same level are homogenous. 

 Same-level nodes are linked by the same ancestor, which creates a cluster. 

 A node can be a member of only one cluster at the moment. 

 These nodes communicated through the Constrained Application Protocol and 

other web protocols. 

Yadav et al., 

2022 

 

WSA4  It developed an algorithm for scheduling jobs based on a hybrid of meta-

heuristic and heuristic methods. 

 They used FWA and HEFT as a meta-heuristic and heuristic methods, 

respectively. 

 This technique uses both exploration and exploitation to fast-track the search in 

solution space. 

 It reduces the makespan and cost. 
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Kaur and 

Aron, 2022 

 

WSA5  It developed an approach based on resource utilization when scheduling the 

workflow. 

 It evenly distributes the workload to ensure efficient resource use. 

 It combines the techniques of water cycle optimization, plant growth 

optimization, and simulated annealing. 

 This PSW-Fog Clustering approach executes the task by considering scientific 

workflow like Cyber shakes workflow. 

 It minimizes the wastage of resources and system overhead and maximizes the 

execution speed of tasks. 

Ahmed et al., 

2021 

 

 

WSA6  They proposed the DMFO-DE approach, which is based on hybrid discrete 

opposition. 

 It initially produces the MFO algorithm (Moth-Flame Optimization) with the 

capability of discrete and opposition-based learning. 

 For enhancing convergence speed and avoiding the problem of local optima, this 

MFO is merged with the DE algorithm (Differential Evaluation). 

 Then it is employed by using DVFS.  

Stavrinides 

and Karatza, 

2021 

WSA7  To deal with real-time tasks in Fog Senior, they investigate the use of partial 

computations. 

 They also deal with input timing errors since if a job is only half completed, it 

will affect its immediate children and subsequent successors as well. 

 To address this issue, they invented a scheduling approach. 

 It schedules the task in two steps: task priority and VM selection. 

 The "Earliest Deadline First" (EDF) policy assigns priorities. 

 The VM selection by the fog scheduler (orchestrator) depends on the EFT 

(earliest estimated finish time). 

Abdel‐Basset 

et al., 2021 

 

WSA8  It created IEGA (enhanced elitism genetic algorithm) to schedule jobs in a fog 

environment and ensure QoS. 

 There are two steps to it. 

 The first step finds a near-optimal permutation by manipulating the crossover 

and mutation rates. 

 The second step is to find the optimal solution by mutating various options. 

 It generates improved results concerning fitness function, makespan, flow time, 

and energy consumption. 

Hosseinioun 

et al., 2020 

WSA9  They proposed an energy-aware task scheduling algorithm by using the DVFS 

approach in a cloud-fog environment. 

 A combination of invasive weed optimization and evolutionary culture 

algorithms (IWO-CA) generates appropriate task sequences. 

 This IWO-CEA approach minimizes energy consumption and enhances the 

utilization of resources at the fog node. 

Jamil et al., 

2019 

 

WSA10  This mainly focused on scheduling the task and assignment of resources in a fog 

environment. 

 So that, the utilization of resources gets enhanced. 

 It proposed a scheduler that optimizes the delay and energy consumption. 

 Tasks were processed according to their length, so those with the shortest 

lengths were initially given to the fog node for execution. 

 It also minimizes network congestion due to the use of the SJF-Scheduler. 

Choudhari et 

al., 2018 

 

WSA11  It invented an algorithm that uses the priority concept for scheduling jobs in a 

fog environment. 

 To fulfil the deadline constraint, it executes the jobs with greater priority. 
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Rahbari et 

al., 2017 

 

WSA12  It invented heuristic algorithms which use the data mining technique for 

scheduling the module. 

 Its main focus is optimizing bandwidth, resource utilization, and security 

aspects.  

 It enhances the cost and energy consumption with a rate of 44.71% and 63.27% 

as compared to ACO, PSO, and SA algorithms. 

Pham and 

Huh, 2016 

WSA13  It invented cost- a make span-based scheduling algorithm concerned with 

balancing task execution and the necessary expense of cloud resources. 

 It produced a better result in terms of deadline and QoS constraints. 

Verma et al., 

2016 

 

WSA14  It developed an algorithm for scheduling the real-time load considering the 

deadline constraints. 

 This maximized the utilization of the network as well as throughput. 

Cardellini et 

al., 2015 

WSA15  They proposed a scheduler that is capable of scheduling the data stream 

application in a fog scenario. 

 Upgrading functionality for the real-time environment while optimizing 

application performance. 

Table 2. Analysis of performance metrics 
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Cost  

We discussed two types of cost: computation cost 

and communication cost.  

Communication Cost 

 It is defined as the cost of transferring data from one 

task to another task (DTij=<xi,xj>) which is a positive 

value. It is mathematically defined as follows: 

 

Where UCi,j=<xi,xj> denotes the unit cost of the 

transaction if the task is processed in different resources 

and UCij =0 when the task is processed in the same 

resource. 

 

Computation Cost 

It refers to the cost of a task when it is processed on 

resources. It defines as follows: 

 

Where „p‟ is the unit processing cost.Sti and 

Ftiare starting and finishing time of the task. 

Total cost 

For processing „y‟ task on „z‟ resources is defined as a 

sum of communication cost and computation cost. 

 

Energy Consumption  

It is defined in terms of working and idle state. When 

the task is executed on the resource is known as working 

energy consumption and is denoted as Engwork. When 

there is no task in the resource for execution, resources  

 

enter sleep mode, known as idle energy consumption and 

denoted as Engidle. 

 

  Where, 

a = constant 

fi = Frequency 

 S = Power Supply  

 Vol= Voltage  

 

Where, 

IDLEModell,m= Number of idle slots at l
th
 resource. 

Volminimum  =  Least voltage supply  

fminimum = Least frequency 

TSl,m= Time duration for idlel,m 

So, Total Energy Consumption for executing task is 

defined as follows: 

 

Load Balancing 

It defines as a standard deviation of all virtual 

Machine (VM)‟s load. So, this deviation should be 

minimized to allocate an equal load on the VM. Suppose 

there is R number of VM is presented in Cloud and the S 

number of VM is presented in Fog.  

VM load=  

FOGload=  

   

Where,    LSj=   Load of  j
th
 VM on fog, 

   ALS    =   Entire Virtual Machine‟s average load on fog 

Cloudload=  

Where  LRj=    Load of  j
th
 VM on cloud, 

             ALR   =   Entire Virtual Machine‟s average load 

on cloud 

Critical Analysis of Workflow Scheduling Methods 

This section discussed the critical analysis of fifteen algorithms 

based on schedule on the fog platform. Here are three tables, such 

as Table 1, consisting of a brief description of the scheduling 

algorithms, their year of publication, and a notation of the 

algorithms. Table 2 contains various performance matrices, and 

these metrics are used to analyse fifteen algorithms. Here, yes 

means it is related to performance metrics for that algorithm, and 

no means the performance parameter is not used in that algorithm. 

The third table is based on different simulators used for the 

experimental purposes of the fifteen algorithms, and their details 

are shown in the table. The details of the critical analysis of the 

algorithm are shown below in the tables. 

Here, fifteen algorithms are discussed in tabular form. 

These algorithms describe their usage, advantages, 

techniques on which they are based, and goals that they 

achieve.  These algorithms are then matured in terms of 

timeliness, cost, resource usage, speedup, energy 

consumption, etc., as WSA1 minimized the energy 

consumption, WSA2 reduced the makespan, cost, and 

energy consumption, utilized the resources, and also 

balanced the load on VMs. WSA3 achieved low latency 

and high resource utilization. WSA4 minimized the cost 

and makespan.WSA5 also reduces cost, reduces energy 

consumption, and increases resource utilization. WSA6, 

WSA8, and WSA9 minimised the makespan and energy 

consumption. WSA7 minimized the makespan and 

response time. WSA10 gained low energy consumption 

and low latency. WSA11 reduces the response time and 

cost. WSA12 minimized the cost and energy 

consumption. 

WSA13 reduced the makespan, cost, and latency and 

maximized resource utilization. WSA14, balanced the 

load and achieved low latency. WSA15 minimized 

latency and maximized resource utilization. This 
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discussion clearly shows that these algorithms play a 

significant role in different criteria. This result is 

achieved by implementing these algorithms in different 

simulators such as iFog Sim, Matlab, Cloud Sim, Cloud 

Analyst, C++, Java, and other platforms. From Table 3, it 

is shown that WSA1 is implemented in Matlab, while 

WSA2 is implemented in iFog Sim. Similarly, the 

remaining algorithms are implemented on different 

platforms, as shown in Table 3. 

Conclusion and future scope 

This article begins by expanding on the concepts of 

cloud and fog computing. It covered the fundamentals of 

cloud computing, including its architecture, concepts, and 

models. This paper mainly focuses on studying different 

types of workflow scheduling in a fog computing 

environment. Every algorithm has some merits and 

demerits concerning performance metrics, simulators, 

and other parameters. This review paper illustrates fifteen 

algorithms in the fog computing platform in the three 

tables. The critical analysis of these algorithms is based 

on three factors, as shown in the table, which includes a 

brief description of the algorithms, performance metrics, 

and simulators used. Further, these fifteen algorithms are 

compared using numerical data based on different DAG 

models, and these data help compute different parameters 

of the algorithm. Upon this computing, we can do the 

performance analysis of the fifteen algorithms based on 

numerical data and draw graphs. 
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