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Introduction 

The peripheral or central nervous system stimulates 

neurological disorders. Functional and structural 

degeneration of this nervous system in a progressive 

manner is characteristic of neurodegenerative disorders. 

Parkinson's is one of the common diseases of this type. 
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Abstract: Parkinson's disease (PD) is a neurological disorder which is progressive in 

nature. Although there is no cure to this disease, symptomatic treatments are available. 

These treatments can slow the progressive development of the symptoms. Medications can 

treat some of the symptoms of the PD up to a great extent that in turn may help the patients 

to live a normal life. Besides these medications, the patients can also be provided with 

various therapies based on the types of their symptoms. But for providing any treatment, 

detection of its symptoms at an early stage is very important. This can reduce its future 

complexities considerably. Early diagnosis along with proper medications may treat the 

symptoms of PD significantly. This motivates to propose a new and effective methodology 

for detection and analysis of PD. In this work, an approach has been proposed for 

identification of PD patients by using Electroencephalogram (EEG) signals. Here, the EEG 

signals of normal persons and PD patients are processed in three stages. First, the raw EEG 

signals are pre-processed for removal of noises and artefacts present. Out of various 

techniques, Wavelet transform is used for this purpose. In the MATLAB environment, de-

noising can be executed by using the in-built functions. Performances of the de-noising 

techniques are examined with the performance parameters namely Root Mean Square 

Error (RMSE) as well as Signal to Noise Ratio (SNR). In the second stage, statistical 

features are extracted from the pre-processed EEG signals. In this work, five statistical 

features are considered for performing the classification. In the final stage, the extracted 

features are classified using Artificial Neural Network (ANN) and Support Vector 

Machine (SVM) techniques. ANN is an efficient classifier that predicts the human brain's 

working manners. SVM on the other hand has been proven as one of the most prevailing 

classification algorithms that gives highly accurate and robust results. This is a novel 

approach of analyzing the performances of the classification techniques by evaluating the 

best performing feature. In both the classifiers accuracy, precision, sensitivity and 

specificity are calculated from the confusion matrix evaluated from the values of the 

statistical features. In ANN, results using six different training algorithms at different 

hidden layers are calculated and compared. This proves the training algorithm Levenberg-

Marquardt back-propagation with hidden layer 20 as the best combination for performing 

the classification. From the results it is seen that both ANN and SVM classifiers provide 

significant classification accuracies of 94.7% and 96.5% respectively. Amongst the five 

considered features, Mean performs the best in terms of classification accuracy. 
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Although it is not fatal early diagnosis of PD carries 

great importance as it affects not only the patient's 

physical health but also the mental health. Some PD 

cases are found to be hereditary, whereas, in others, there 

was no history of PD in their families. Now a day, many 

studies claim that PD may be caused by genetic factors, 

environmental issues or a combination of these two. The 

majority of the symptoms of PD are of motor types. 

Besides this, some non-motor types of symptoms are also 

experienced by the patients. Through simple observation, 

the neurological symptoms of PD cannot be assessed. 

For this purpose, advanced methodologies need to be 

formulated to analyse the human brain or the whole 

nervous system of human beings (Mostafa et al., 2018). 

PD occurs due to the loss of Dopamine in the brain. 

Dopamine is the neurotransmitter of the brain. Loss of 

Dopamine has resulted from the loss of neurons in one 

specific area of the brain called substancia migra. The 

neurons of this region produce Dopamine. The 

Dopamine produced in the substancia migra regulates all 

the motor movement of the body. Hence PD is 

sometimes called a movement disorder. It functions in a 

suitable balance with other neurotransmitters to maintain 

coordination with numerous nervous system cells. 

Insufficient Dopamine causes a misbalance of this 

coordination, resulting in various PD symptoms in the 

patient. The person suffering from PD does not lose 

neurons from the substancia migra only. There are losses 

of neurons in some other parts of the brain too. This 

results in various non-movement types of symptoms in 

those patients. 

Diagnosis of PD completely depends on its clinical 

symptoms. Motor-related symptoms get more 

importance in such cases. But these symptoms appear 

very late, which results in a delayed diagnosis of the 

disease (Yang et al., 2022). Although it has no cure, 

detection of its symptoms at an early stage can help 

doctors to provide appropriate treatment to the patient. 

Proper medications can treat some of the symptoms of 

PD up to a great extent that, in turn, may help the 

patients to live a normal life. Besides these medications, 

the patient can also be provided various therapies by 

simulating their brains in order to reactivate the neurons 

that produce dopamine.  This may result in lowering the 

rate of progress of its symptoms (Govindu and Palwe, 

2023).  

For analyzing the brain dynamics of the patient for 

the purpose of identification of PD, several tools exist. 

For the current analysis we are using 

Electroencephalogram (EEG). EEGs are basically the 

electrical activities of the brain. Although the electrical 

signal generated by a single neuron is very hard to 

record, but the signals generated by thousands of neurons 

can be well recorded. It can be recorded by using 

appropriate electrodes. Based on the kind of application, 

these electrodes are placed over the scalp (non-invasive) 

or on some interior brain sections (invasive) (Kumar and 

Bhubaneswari, 2012). 

In this reported work, EEGs of two categories of 

persons are considered for carrying out the analysis. One 

category of persons is with PD and the other is without 

the PD. As an initial phase of the processing, an 

appropriate de-noising technique is applied in order to 

remove any unwanted information contained in the raw 

EEG. After the application of the pre-processing steps, 

features from these EEGs are extracted through some 

statistical means. Mean, energy, standard deviation, 

skewness and kurtosis are the features considered in this 

work (Gopika et al., 2016). In order to differentiate the 

features of the two categories of persons, ANN and SVM 

classifiers are applied. 

Studies have revealed that in last few years, 

researchers have significantly adopted machine learning 

algorithms in research related to the detection or 

diagnosis of PD. Applications of these algorithms in the 

medical sector have also increased considerably. 

Machine learning techniques have enabled healthcare 

practitioners to extract meaningful information from 

biomedical signals or samples in an automatic or semi 

automatic manner (Mei et al., 2021).   

 Artificial Neural Network (ANN) is a computational 

technique often used in machine learning (Belakhdar et 

al., 2016). This technique is inspired by the anatomical 

and functional structure of the human neural network and 

hence nodes are designed to create an artificial network 

in analogous to the networks of the biological neurons to 

solve various complex problems. ANN predicts the 

human brain's working ways, although it is significantly 

distinct from the brain. A basic model of ANN is shown 

in Figure 1. 

SVM is another machine learning algorithm that can 

be effectively used for the classification of two classes. 

SVM is a supervised type of machine-learning algorithm 

(Hosseini et al., 2021). In this algorithm, data are plotted 

as points in the space of n-dimensions, where n 

represents the number of features considered for the 

classification. The data points nearest to the hyper planes 

are called the support vectors. The coordinates of the 

data points of the space are the values of the features. 

Classification is then performed by identifying hyper 

planes that differentiate the two classes in the best 
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possible way. A basic model of the SVM classifier is 

shown in Figure 2. 

 
Figure 1. Basic model of ANN 

 
Figure 2. Basic model of SVM 

Using SVM algorithm, both linear and non-linear 

classification problems can be solved. In the case of 

linear separation problems, linear hyper planes solve the 

purpose. Again in the case of Non-linear separation 

problems, Karnel trick can be used. Over time, 

researchers have established the SVM as one of the most 

prevailing classification algorithms by evaluating highly 

accurate and robust results (Rana et al., 2022). 

The primary goal of this research is to detect PD by 

classifying the EEG signals of the affected and the 

normal categories of persons with good accuracies. ANN 

and the SVM are the types of classifiers selected for the 

purpose. For the said classifications, five statistical 

features are considered. The aim also includes providing 

the best-performing feature out of those considered for 

the current work in terms of classification accuracies. 

Various approaches for the detection and diagnosis of 

PD were reported by researchers. Some of them have 

used speech or audio signals as a tool for the purpose 

while some others have analysed EEG signals to evaluate 

the outcomes. Some of these methodologies, considered 

in the literature, are provided in the following section for 

giving an overview. 

Mohamed (2016) reported a work for the detection of 

PD by using four classification techniques. The work was 

carried out on voice signals of PD as well as of normal 

persons. In this work, the highest accuracy of 70 % was 

achieved using the SVM classifier. Ouhmida et al. (2021) 

used nine different machine-learning algorithms for the 

classification of PD. The results evaluated gave the 

highest accuracy of 97.22% in the KNN classifier. This 

work was based on 240 speech measurements. Another 

work reported by Roobini et al. (2022) proposed a 

methodology in which PD was detected with the highest 

accuracy of 96%. This work was also carried out on audio 

features of patients. 

Various other approaches, on the other hand, are 

reported by researchers where the dynamics of EEG 

signals are widely used. Nour et al. (2023) presented a 

work for classifying EEG signals for detecting PD in 

patients. In this work, the authors proposed a reliable 

methodology with an accuracy of 99.3% using deep 

learning techniques. Aljala et al. (2022) presented work 

on PD detection by applying machine learning techniques 

to EEG signals. This work proposed discrete wavelet 

transform-based techniques for efficient detection of the 

disease. Han et al. (2013) reported a paper in which the 

abnormalities associated with the brain activities of 

persons with PD were studied. In this work, the author 

used AR burg and WPE methods for analyzing the EEG 

dynamics related to the brain abnormalities of the 

targeted patients.  

In order to extract fruitful information from the EEG 

signals, pre-processing is very important. Different 

approaches were reported by various researchers in this 

regard. SNR is often used as a performance parameter for 

the application of these methods. Khatwani and Tiwari 

(2013) reported a survey on the PCA and ICA techniques 

for the rejection of artifacts in time domain. The author 

also reported a survey on the wavelet transform methods 

for noise removal in time as well as frequency domain. 

Statistical-based approaches were also implemented by 

many researchers in pre-processing of EEG signals for 

numerous applications. Such a method, called fully 

automated statistical thresholding, was reported by Nolan 

et al. (2010). 

Analysis of bio-potentials recorded from different 

parts of the human body is analyzed with respect to some 

specific features selected depending on the type of 

requirements. Selection and extraction of the features of 

the EEG signals have crucial roles in its processing. 

Many approaches have been suggested by the researchers 

in this regard. Azlan and Low (2014) provided a review 

on some very commonly used feature extraction 
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techniques used for schizophrenia. Hilbert-Huang 

transform, PCA, IDA and Local discriminate bases 

(LDB) were the techniques that were compared in this 

paper. Besides these methods, modified LDB was also 

represented as a significant tool for analysis of the said 

disease. An approach of using various statistical features 

for the analysis of the dynamics of EEG was reported by 

Gopika et al. (2016). In this work, SVM and K-nearest 

neighbours (KNN) classifiers were applied to the 

considered features for the purpose of classification.    

Based on the extracted features, the EEG signals are 

classified in order to differentiate the classes of EEGs of 

interest. In recent years, several techniques for EEG 

classifications were described by many authors. The 

performance and accuracy of any classification method 

depends on the ability of the method to find out the 

degree of differences that exists between the features of 

both the classes. Ouhmida et al. (2021) proposed a 

method for identifying PD using ANN and KNN 

algorithms. The author reported the highest accuracy of 

97.7 % while using ANN algorithm in this work which 

was based on the acoustic features of subjects. Çimen 

and Bolat (2016) experimented application of ANN in 

diagnosing PD. In this work, the authors used Multi-

layer perception (MLP) and Generalized Regression 

Neural Network (GRNN). Comparative analyses of both 

these methods were represented in the paper. The 

comparison shows that the GNRR method classifies the 

PD persons more accurately. Rumman et al. (2018) used 

ANN and image-processing techniques to detect early-

stage PD. This study was carried out based on SPECT 

images of PD persons. An accuracy of 94% was reported 

by the authors for this proposed ANN model. A 

comparative analysis of several techniques of 

classification, such as SVM, ANN, Hidden Markov 

Model (HMM), KNN, Fuzzy and K-means clustering, 

was reported by Mrozik et al. (2017). Alshammri et al. 

(2023) have shown a few approaches for identifying PD 

from audio signal features. Along with some other 

methods of classification, SVM has also been used by 

the author in their work which gave 95% accuracy of 

classification. Based on the results presented, the author 

commented that the proposed method could be used 

reliably in the prediction of PD.  Shahbakhi et al. (2014) 

have presented a method of classifying healthy and PD-

affected person by using SVM and genetic algorithm as a 

combination. An accuracy of classification up to 94.5% 

was achieved by them in that approach. Nanthini and 

Santhi (2014) published a paper in which SVM was used 

for the categorization of EEG signals for automatic 

finding of seizure. Bourouhou et al. (2016) provided a 

comparison of three methods of classifications i.e., KNN, 

Naïve Bayes and SVM, while detecting Parkinson’s 

disease based on voice signals of persons. The author 

concludes the paper with the findings that the SVM 

performs best for detecting Parkinson's disease in the 

reported approach.  Rejith and Subramaniam (2018) have 

employed six emotional states to classify PD and non-PD 

persons using EEG signals. They used two classifiers 

i.e., Probabilistic Neural Network (PNN) and KNN, for 

determining classification accuracy employing four 

feature extraction methods. A study on the automatic 

identification of Parkinson’s disease is reported by 

Çaglar et al. (2010), where two ANN classifiers (MLP 

and Radial Basis Function) and an Adaptive Neuro-

Fuzzy classifier (ANFC) are employed with the help of 

features collected from 195 sustained vowel phonation of 

31 people. Ene (2008) has applied three variants of PNN 

to differentiate between normal people and people with 

Parkinson’s disease. The author also used characteristics 

of biomedical voice signals for the detection. 

The above-mentioned literature provides an idea of 

various tools and methods that can effectively be used 

for processing EEG signals. Various researchers have 

proposed various methodologies for classifying signals 

and their relevant pre-processing. The performances of 

these reported approaches motivated to set the goal of 

this work as the classification of EEG signals of diseased 

and normal persons. 

Materials and Methods 

Materials 

For any research objective, the availability of reliable 

raw data is a crucial parameter for its implementation. In 

this work, the major challenge was the non-availability of 

real-time EEG signals of PD patients. Hence, the reported 

work is being carried out based on the dataset available in 

Figshare, an online open-access platform (Yoshida et al., 

2018). Various researchers used to share their research 

output in Figshare. The EEG signals collected from this 

source for this work were recorded from 19 different 

brain locations through a 10-10 system of EEG recording, 

which is a modified version of its earlier 10-20 system 

(Sharbrough et al., 1991). These locations were C1, C2, 

C3, C4, Cz, CP1, CP2, CPz, Pz, F1, F2, F3, F4, Fz, FC1, 

FC2, FC3, FC4 and FCz. These were recorded from two 

classes of persons, one being normal and the other having 

PD symptoms. The dataset contains separate files for 

each participant in MATLAB file (.mat) format. The 

signals were sampled at 1200 Hz of frequencies. For both 

classes, 171 signals are considered while performing the 

analysis.  
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Proposed Methodology 

The diagrammatic demonstration of the proposed 

methodology for detection of the EEG signals of PD 

patients is shown in Figure 3. The methodology can be 

described in three significant steps as follows.  

 

 
Figure 3. Schematic representation of the 

methodology 

Pre-processing of EEG signals 

Raw EEG signals collected or recorded from any 

subject contain different types of noises and artifacts. 

EEG signals which are generated from non-cerebral 

sources can be termed as artifacts. EEG signals are often 

polluted by these artifacts. The amplitude of the artifact 

is mostly relative to the signals of interest. Hence, 

interpreting the correct EEG signal for any clinical 

purpose becomes very important. 

Pre-processing is necessary for extracting fruitful 

information from the raw EEG signal. Various 

techniques for pre-processing or de-noising of EEG 

signals are being used by many researchers. Most of 

these techniques have given significant results. Amongst 

these existing techniques, we have used wavelet 

transform for its benefit of having localization of both 

time and frequency (Haloi et al., 2019). Each raw version 

of the EEG signal is passed through a notch filter of 50 

Hz to remove the power line interference. The signal 

frequency is then resampled from 1200 Hz to 128 Hz. 

This is done to reduce the computational complexities of 

the process. Discrete Meyer wavelet functions, Coiflet 

functions (order 1 to 5), Daubechies functions (order 1 to 

20) and Symlet functions (order 1 to 20) are the 

orthogonal mother wavelet functions used in this work. 

In the MATLAB environment, de-noising can be 

executed by using the in-built functions available in it. 

‘rigrsure’, ‘heursure’, ‘sqtwolog’ and ‘minimaxi’ are the 

functions used in this work for the said purpose. 

Performances of the de-noising techniques are examined 

with the performance parameters Root Mean Square 

Error (RMSE) as well as Signal Noise Ratio (SNR). 

Considering these two parameters, several combinations 

of mother wavelet functions and wavelet thresholding 

methods are iterated. Both soft and hard thresholding 

techniques are considered while carrying out the 

analysis.  

Feature extraction 

After pre-processing, the noise and artifact present in 

the raw EEG gets eliminated. Some distinctive properties 

of these EEGs can now be extracted by used of 

appropriate feature extraction techniques. These 

properties or the features of the EEG signals carry 

valuable information about the dynamics of the signals. 

The selected features are evaluated for EEGs of both the 

classes of interest. In this work, the below-mentioned 

statistical features of the EEG signals are considered.  

Mean: The average values calculated from various 

data points of a signal are termed as Mean. This can be 

found in Eq. (1) 

  
 

 
∑   

 
    ………………………………………..(1) 

Here J is the number of data samples and px is the 

signal. 

Standard Deviation: Dispersion of values of the data 
points about their mean can be found out by calculating 
the Standard deviation. It can be evaluated from the Eq. 
(2). 

  √
 

 
∑         

    ……………………………..(2) 

Energy: Energy of signals considered can be 

evaluated by using Eq. (3). 

   ∑   
  

    …………………………………….. (3) 

Kurtosis: In a probabilistic distribution, for 

measuring the outliers present, Kurtosis can be calculated 

by the Eq. (4). 

   
  

    …………………………………………..(4) 

where M4 is the 4
th
 moment about the mean. It can be 

found from Eq. (5). 

   
 

 
∑         

   ………………………….(5) 

Skewness: The asymmetry existing in a distribution of 

probability can be interpreted from Skewness. It is 

formulated by the Eq. (6). 
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   ……………………………………………… (6) 

Here M3 is the 3
rd

 moment about its mean and is 

evaluated in Eq. (7). 

   
 

 
∑        

 
    …………………………… (7) 

Values of these features evaluated shows distinctive 

behaviour for both the categories of EEG signals, which 

fulfills the purpose of selecting these feature for the 

current work. Comparison of these results obtained for 

both the referred classes of the signals enables this 

methodology to differentiate them. This can be achieved 

by the use of a significant classification technique. 

Classification 

Statistical features were calculated for each EEG 

signal considered for the work. After evaluating the 

features of the EEGs for both the subjects with PD and 

without PD, ANN and SVM were used for classification. 

In the ANN classification, the known sets of features of 

both the classes were used for training the network. The 

same values of the features were then applied to the 

ANN for the required classification. Results were 

calculated for six different training algorithms. For each 

of the algorithm, values of accuracies were evaluated 

changing the hidden layers eight times. Like ANN, in the 

SVM algorithm also, accuracy, precision, sensitivity and 

specificity are calculated from the confusion matrix 

evaluated from the sets of values of the five statistical 

features. The accuracy can be calculated from the Eq. (8) 

         
                                        

                           
…….(8)   

Here TP and TN are true positive and true negative 

respectively. While summation of all positives and 

negatives are represented by P and N respectively. 

The precision can be calculated from the Eq. (9) 

          
              

                              
  ……………..(9) 

The Sensitivity gives how fairly the experiment 

detects all the true positives. It is calculated by the Eq. 

(10) 

            
              

                              
…………... (10) 

In a similar way, the Specificity gives how fairly the 

experiment detects all the true negatives. It can be 

calculated by Eq. (11) 

            
              

                               
…………. (11) 

Results and Discussion 

The dataset considered or the EEG signals of both the 

classes of subjects were processed in the MATLAB 

environment. Due to the flexibility of operations and 

greater graphic user interface, MATLAB was considered 

as the most suitable environment for processing of EEGs. 

For calculating threshold, the MATLAB functions 

‘rigrsure’, ‘heursure’, ‘sqtwolog’ and ‘minimaxi’ are 

used. In the process of de-noising, SNR and RMSE are 

selected as performance parameters to signify the 

standard of de-noising. Multiple pairs of mother wavelet 

functions and threshold techniques of wavelets are 

iterated for finding out the performances. The best pair is 

evaluated based on the highest SNR and the lowest 

RMSE. In both the classes of EEG, rigrsure thresholding 

with hard thresholding method gives the best results. In 

all conditions discrete meyer wavelet performs the best. 

The summarized findings of the de-noising stage are 

shown in Table 1. 

Five statistical features were then calculated from the 

171 numbers of de-noised EEGs of PD and the Non-PD 

subjects. These features obtained from the EEGs of both 

the categories of persons are then classified using ANN 

and SVM classifiers in MATLAB. In MATLAB 

environment, there are several algorithms for ANN 

classification. In this work, we have used Scaled 

Conjugate Gradient (SCG), Gradient descent with 

adaptive learning rate back-propagation (GDB), Gradient 

descent with momentum back-propagation (GDMB), 

Gradient descent with momentum and adaptive learning 

rate back-propagation (GDMLB), Levenberg-Marquardt 

back-propagation (LMB), Resilient  back-propagation 

(RB) and BFGS quasi-Newton back-propagation (BFGS). 

The results of classification of features obtained by using 

ANN algorithms for diverse hidden layers are shown in 

Table 2. The results shown in Table 2 illustrates that the 

best classification accuracy is obtained with the algorithm 

Levenberg-Marquardt back-propagation with hidden 

layer 20.  

Based on this outcome, the process of classification 

was repeated for each feature individually. For each of 

the features accuracy, sensitivity, specificity and 

precision were calculated. A comparative analysis of 

these parameters was obtained from the ANN 

Table 1. Results of de-noising in case of persons with PD and without PD 

Subject class 
Hard thresholding Soft thresholding 

RMSE SNR RMSE SNR 

Normal persons (Non-PD) 2.97 58.43 3.70 56.33 

Persons with PD 3.61 65.09 4.97 62.65 
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classification of the five features considered for this 

study, as shown in Table 3. It shows that the feature 

Mean best significantly differentiate the EEG signals of 

both the classes of persons. 

In case of SVM classifier also, accuracy along with 

other parameters like sensitivity, precision and 

specificity were calculated. The results evaluated from 

SVM classifier are shown in Table 4. The comparison 

shows that the features mean and the standard deviation 

classify the features with the highest and the lowest 

accuracies respectively. 

As the final step of the analysis, the performance 

parameters were evaluated for both the classifiers of 

ANN and SVM considering all the five features 

simultaneously. A comparison of performances of ANN 

and SVM classifiers are presented in Table 5. The 

evaluated results are graphically shown in Figure 4. 

These results clearly show that the classification was 

performed more efficiently by the SVM classifier than 

the ANN classifier. The ANN and SVM provide 

significant classification accuracies of 94.7% and 96.5% 

respectively. 

Table 5. Comparison of results obtained in ANN and 

SVM classifiers 

Classification 

method 
Accuracy Sensitivity Precision Specificity 

ANN 94.7 92.3 95.6 94.7 

SVM 96.5 93.5 96.8 96.2 

Conclusion 

Besides the complexities associated with neurological 

diseases, this work was carried out to show an 

appropriate approach to the classification of EEG signals 

of PD and normal persons for the detection of PD. One 

of the major challenges faced during the study was the 

non-availability of a real-time dataset of PD patients. 

Hence this study was based on EEG signals of PD and 

normal categories of persons collected from a reliable 

online source. Statistical features were extracted from 

these signals and were classified using ANN and SVM 

classifiers. The work provides a comparison of 

performances of ANN and SVM classifiers in terms of 

accuracies and other performance parameters considered, 

which clearly shows that the classifier SVM provides 

significant classification outcome with accuracy of 

96.5% for detection of PD compared to the ANN 

classifier having accuracy of 94.7%. The results also 

exhibit that the mean feature classify both the classes of 

EEGs with highest accuracy in both the classification 

techniques. As a future scope, the classification of the 

EEGs may be carried out by using hybrid combinations 

of some efficient algorithms to evaluate the best possible 

results. 

Table 2. Accuracies obtained in ANN classification 

Training 

algorithm 

Accuracy at different hidden layers 

5 10 20 30 50 100 150 200 

SCG 91.2 92.5 89.3 85.7 86.1 89.3 89.3 90.6 

GDB 88.0 89.0 89.3 91.6 89.0 88.0 92.9 89.6 

GDMB 81.8 89.0 86.4 93.5 89.0 90.3 93.4 89.6 

GDMLB 88.6 92.9 90.6 92.5 92.9 74.4 81.5 81.5 

LMB 91.2 88.0 94.7 91.9 89.9 91.9 92.2 90.6 

RB 88.3 91.6 90.6 91.9 86.7 89.3 92.9 90.3 

BFGS 89.9 90.3 89.0 89.6 93.2 91.6 87.7 89.3 

Table 3. Feature-wise accuracies obtained in ANN 

classification (LMB algorithm and 20 hidden layers) 

Features Accuracy Sensitivity Specificity Precision 

Mean 94.8 93 98.2 98.5 

Standard 

deviation 
77.1 74.7 79.9 78.4 

Energy 84 96.3 86.3 84.3 

Kurtosis 91.4 93.5 92.6 89.8 

Skewness 94.2 97.8 94.9 93.7 

Table 4. Results obtained in SVM Classifiers 

Features Accuracy Sensitivity Precision Specificity 

Mean 95.2 97.5 94.3 94.1 

Standard 

Deviation 
79.4 80.1 89.2 83.2 

Energy 91.3 96.4 93.2 92.2 

Kurtosis 88 83.7 92.5 90.6 

Skewness 92.5 91.3 91.8 94.8 
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Figure 4. Comparative graph of results of ANN and 

SVM classifiers 

Conflict of interest statement  

The author declares that in this work, there is no 

conflict of interest.  

References 

Aljalal, M., Aldosari, S.A., Molinas, M., AlSharabi, K., 

& Alturki, F. A. (2022). Detection of Parkinson's 

disease from EEG signals using discrete wavelet 

transform, different entropy measures, and 

machine learning techniques. Sci Rep., 12(1), 

22547. http://doi.org/10.1038/s41598-022-26644-

7. 

Alshammri, R., Alharbi, G., Alharbi, E., & Almubark, I. 

(2023). Machine learning approaches to identify 

Parkinson’s disease using voice signal features. 

Front. Artif. Intell., 6, 1084001.  

          https://doi.org/10.3389/frai.2023.1084001 

Azlan, W. A. W., & Low, Y. F. (2014). Feature 

extraction of electroencephalogram (EEG) signal - 

A review. IEEE Conference on Biomedical 

Engineering and Sciences (IECBES), Kuala 

Lumpur, Malaysia. pp. 801-806. 

          https://doi.org/10.1109/IECBES.2014.7047620. 

Belakhdar, I., Kaaniche, W., Djmel, R., & Ouni, B. 

(2016). A comparison between ANN and SVM 

classifier for drowsiness detection based on single 

EEG channel. 2016 2nd International Conference 

on Advanced Technologies for Signal and Image 

Processing (ATSIP), Monastir, Tunisia. pp. 443-

446. 

https://doi.org/10.1109/ATSIP.2016.7523132. 

Bourouhou, A., Jilbab, A., Nacir, C., & Hammouch, A. 

(2016). Comparison of classification methods to 

detect the Parkinson disease. 2016 International 

Conference on Electrical and Information 

Technologies (ICEIT), Tangiers, Morocco. pp. 

421-424.  

           https://doi.org/ 10.1109/EITech.2016.7519634. 

Çaglar, M. F., Cetisli, B., & Toprak, I. B. (2010). 

Automatic Recognition of Parkinson's Disease 

from Sustained Phonation Tests Using ANN and 

Adaptive Neuro-Fuzzy Classifier. Journal of 

Engineering Science and Design. 1(2): 59-64.  

Çimen, S., & Bolat, B. (2016). Diagnosis of Parkinson's 

disease by using ANN. 2016 International 

Conference on Global Trends in Signal 

Processing, Information Computing and 

Communication (ICGTSPICC), Jalgaon, India. pp. 

119-121. 

https://doi.org/10.1109/ICGTSPICC.2016.795528

1. 

Ene, M. (2008). Neural network-based approach to 

discriminate healthy people from those with 

Parkinson's disease. Annals of the University of 

Craiova - Math. Comp. Sci. Ser., 35, 112-116. 

https://doi.org/10.52846/ami.v35i0.250. 

Gopika, G. K., Sinha, N., & Babu, D. J. (2016). 

Statistical Feature Analysis for EEG Baseline 

Classification: Eyes Open vs Eyes Closed. 2016 

IEEE Region 10 Conference (TENCON), 

Singapore. pp. 2466-2469.  

          https://doi.org/10.1109/TENCON.2016.7848476.  

Govindu, A., & Palwe, S. (2023). Early detection of 

Parkinson’s disease using machine learning. 

Procedia Computer Science, 218, 249–261. 

          https://doi.org/10.1016/j.procs.2023.01.007 

Haloi, R., Chanda, D., & Hazarika, J. (2019). Selection of 

an appropriate denoising technique for EEG signals 

of Parkinson’s disease patients. 2019 2nd 

International Conference on Innovations in 

Electronics, Signal Processing and 

Communication (IESC), Shillong, India, pp. 91-97. 

           https://doi.org/10.1109/IESPC.2019.8902460. 

Han, C. X., Wang, J., Yi G. S., & Che, Y. O. (2013). 

Investigation of EEG abnormalities in the early 

stage of Parkinson’s disease. Cogn Neurodyn., 

7(4), 351-359. https://doi.org/10.1007/s11571-

013-9247-z. 

Hosseini, M. P., Hosseini, A., & Ahi, K. (2021). A 

Review on Machine Learning for EEG Signal 

Processing in Bioengineering. IEEE Reviews in 

Biomedical Engineering, 14, 204-218.  

         https://doi.org/10.1109/RBME.2020.2969915. 

Khatwani, P., & Tiwari, A. (2013). A survey on different 

noise removal techniques of EEG signals. 

International Journal of Advanced Research in 

Computer and Communication Engineering, 2(2), 

1091-1095. 

Kumar, J. S.,  & Bhubaneswari, P. (2012). Analysis of 

Electroencephalography (EEG) signals and its 

categorization - A study. Procedia Engineering. 

38, 2525-2536.  

https://doi.org/10.1016/j.proeng.2012.06.298 

Mei, J., Desrosiers, C., & Frasnelli, J. (2021). Machine 

Learning for the Diagnosis of Parkinson’s Disease: 

A Review of Literature. Front. Aging Neurosci., 

13, 633752. 

           https://doi.org/10.3389/fnagi.2021.633752 

Mohamed, G.S. (2016). Parkinson’s Disease Diagnosis: 

Detecting the Effect of Attributes Selection and 

https://doi.org/10.1016/j.proeng.2012.06.298


Int. J. Exp. Res. Rev., Special Vol. 31: 141-149 (2023) 

DOI: https://doi.org/10.52756/10.52756/ijerr.2023.v31spl.014 
149 

Discretization of Parkinson’s Disease Dataset on 

the Performance of Classifier Algorithms. Open 

Access Library Journal, 3 (11), 1-11. 

            http://doi.org/10.4236/oalib.1103139 

Mostafa, S. A., Mustapha, A., Khaleefah, S. H., Ahmad, 

M. S., & Mohammed, M. A. (2018). Evaluating the 

Performance of Three Classification Methods in 

Diagnosis of Parkinson’s Disease. In: Ghazali, R., 

Deris, M., Nawi, N., Abawajy, J. (eds) Recent 

Advances on Soft Computing and Data Mining. 

SCDM 2018. Advances in Intelligent Systems and 

Computing, 700. Springer, Cham.   

            https://doi.org/10.1007/978-3-319-72550-5_5 

Mrozik, K., Kostek, B., Kurowski, A. & Czyżewski, A. 

(2017). Comparison of selected 

electroencephalographic signal classification 

methods. 2017 Signal Processing: Algorithms, 

Architectures, Arrangements, and Applications 

(SPA), Poznan, Poland. pp. 36-41.  

          https://doi.org/10.23919/SPA.2017.8166834. 

Nanthini, B. S. & Santhi, B. (2014). Seizure Detection 

using SVM Classifier on EEG Signal. Journal of 

Applied Sciences, 14, 1658-1661.  

           https://doi.org/10.3923/jas.2014.1658.1661.  

Nolan, H., Whelan, R., &  Reilly, R. B. (2010). 

FASTER: Fully Automated Statistical 

Thresholding for EEG artefact Rejection. J. 

Neurosci Methods, 192(1), 152-162. 
https://doi.org/10.1016/j.jneumeth.2010.07.015 

Nour, M., Senturk, U., & Polat, K. (2023). Diagnosis and 

classification of Parkinson's disease using 

ensemble learning and 1D-PDCovNN. Comput. 

Biol. Med., 161:107031. 

          https://doi.org/10.1016/j.compbiomed.2023.107031 

Ouhmida, A., Raihani, A., Cherradi, B., & Terrada, O. 

(2021). A Novel Approach for Parkinson’s Disease 

Detection Based on Voice Classification and 

Features Selection Techniques. International 

Journal of Online and Biomedical Engineering 

(iJOE), 17(10), 111–130.   

            https://doi.org/10.3991/ijoe.v17i10.24499 

Rana,  A., Dumka,  A., Singh, R., Rashid, M., Ahmad, 

N., & Panda, M. K. (2022). An Efficient Machine 

Learning Approach for Diagnosing Parkinson’s 

Disease by Utilizing Voice Features. Electronics, 

11, 3782. 

             https://doi.org/10.3390/electronics11223782 

Rejith, K. N.,  & Subramaniam, K. (2018). Classification 

of Emotional States in Parkinson’s Disease 

Patients using Machine Learning Algorithms. 

Biomed Pharmacol J., 11(1), 333-341. 
https://dx.doi.org/10.13005/bpj/1377 

Roobini, M. S., Reddy, Y. R. K., Royal, U. S. G., Singh, 

A. K., & Babu, K. (2022). Parkinson's Disease 

Detection Using Machine Learning. 2022 

International Conference on Communication, 

Computing and Internet of Things (IC3IoT), 

Chennai, India, pp. 1-6.        

http://doi.org/10.1109/IC3IOT53935.2022.976800

2. 

Rumman, M., Tasneem, A. N., Farzana, S., Pavel, M. I., 

& Alam, M. A. (2018). Early detection of 

Parkinson’s disease using image processing and 

artificial neural network. 7
th
 International 

Conference on Informatics, Electronics & Vision 

and 2018 2
nd

 International Conference on 

Imaging, Vision & Pattern Recognition, 

Kitakyushu, Japan. pp. 256-261. 

https://doi.org/10.1109/ICIEV.2018.8641081 

Shahbakhi, M., Far, D. T., & Tahami, F. (2014). Speech 

Analysis for Diagnosis of Parkinson’s Disease 

using Genetic Algorithm and Support Vector 

Machine. Journal of Biomedical Science and 

Engineering, 7(4), 147-156.  

            https://doi.org/10.4236/jbise.2014.74019. 

Sharbrough, F., Chatrian, G. E., Lesser, R., Luders, H., 

Nuwer, M., & Picton, T. W. (1991). American 

Electroencephalographic Society guidelines for 

standard electrode position nomenclature. J. Clin. 

Neurophysiol., 8(8), 200-202. 

Yang, Y., Yuan, Y., Zhang, G. et al. (2022). Artificial 

intelligence-enabled detection and assessment of 

Parkinson’s disease using nocturnal breathing 

signals. Nat. Med., 28, 2207–2215.   

            https://doi.org/10.1038/s41591-022-01932-x 

Yoshida, T., Masani, K., Zabjek, K., Popovic, M. R., & 

Chen, R. (2018). Dynamic cortical participation 

during bilateral, cyclical ankle movements: effects 

of Parkinson’s disease. Figshare, Dataset. 

https://doi.org/10.1371/journal.pone.0196177. 

 

How to cite this Article: 

Rupjyoti Haloi, Dipankar Chanda, Jupitara Hazarika and Anup Kumar Barman (2023). Statistical feature-based EEG signals 

classification using ANN and SVM classifiers for Parkinson’s disease detection. International Journal of Experimental Research and 

Review, 31, 141-149. 

DOI : https://doi.org/10.52756/10.52756/ijerr.2023.v31spl.014 

 

https://www.scirp.org/journal/journalarticles.aspx?journalid=2463
https://www.scirp.org/journal/journalarticles.aspx?journalid=2463
https://doi.org/10.1016/j.jneumeth.2010.07.015
https://dx.doi.org/10.13005/bpj/1377
http://dx.doi.org/10.1109/ICIEV.2018.8641081

