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Abstract: Layout analysis is the crucial stage in the recognition system of newspapers. A
good layout analysis results in better recognition results. The complexity of newspaper
layout structures poses a formidable challenge in digitization. The intricate arrangement of
text, images, and various sections within a newspaper demands sophisticated algorithms
and techniques for accurate layout detection. The paper introduces a diverse set of
methodologies from existing literature, highlighting the evolution of techniques for
newspaper layout analysis. In this paper, we present a novel method to detect the complex
layout of newspapers in the Gurumukhi script by using a hybrid approach. The method
developed consists of two parts. In the first part, we proposed an algorithm to remove
pictures and graphics from Punjabi newspaper images that involve various image
preprocessing tasks based on binarization, finding contours, and erosion on the image to
remove the graphics from the image. This method removes pictures from complex non-
Manhattan layouts. We have tested this algorithm on 100 newspaper images, giving an
accuracy of 96.22%. In the second part, a dataset of 500 newspapers was created with
images labeled with five classes on which the model was trained. Finally, we have trained
the deep-leaning model based on a convolutional network to detect the columns of text in
newspapers. We have used four different architectures of CNN and compared their
performance based on different metrics such as precision, recall, and F1 score. We have
tested this method on a number of newspapers in the Gurumukhi script. We have achieved
an accuracy of 95.53% with this approach.

Introduction
Newspaper significant
importance in today's context, addressing the need to

digitization has gained
make newspapers more accessible and user-friendly.
With newspapers being a vital information source, the
challenge lies in efficiently accessing specific newspapers
and the desired information within a vast collection of old
newspapers. Therefore, the essential requirement for
newspaper digitization arises, enabling users to retrieve
information from their own workspace. The first step in
the digitization process is to conduct a layout analysis of
newspapers. As the newspaper is quite complex,

detecting the correct layout is challenging. We have done

*Corresponding Author: atulkmr02@gmail.com
@ @@@ This work is licensed under a Creative Commons Attribu-
~arrmrm tion-NonCommercial-NoDerivatives 4.0 International License.

the layout analysis of a newspaper written in the Punjabi
language. The primary factor driving this initiative is the
predominant use of other Gurumukhi scripts for many
reasons. Gurumukhi serves as the primary script for
Punjab, where it is not only the first language but also
ranks as the world's most spoken language. Hence, due to
the widespread readership of newspapers the
Gurumukhi script, the conversion of old newspapers into
digital formats becomes imperative. This transformation

in

facilitates the accessibility of historical newspaper
content on computers and other digital platforms.

Various methodologies have been proposed in the
literature to detect the newspaper's layout. Chowdhury et
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Figure 1. Workflow of the proposed system
al. (2007) proposed a technique to separate graphics by and rule-based algorithm, Soma and Shilpa

labelling components and combining components with
similar features. Patil et al. (2022) created an approach
based on pixel-based classification to find segment
images from the text in documents. Alshameri et al.
(2012) combined two algorithms—the run length
smoothing algorithm and SVM algorithms with AND and
OR to get a layout analysis of the image. Moreover, a
dynamic horizontal projection is applied to the result
based on the dynamic threshold. The benchmark dataset
DocBank, which has 500K document pages and fine-
grained annotated images for document layout analysis,
was proposed by Li et al. (2020). Vasilopoulos and
Kavallieratou (2017) used morphological methods and
contour tracing to detect the complex layout of
documents. Wu et al. (2023) proposed a dynamic fusion
network based on features for layout analysis, giving an
F1 score of 89.5% on the DSSE dataset and 95.1% on the
CS-150. Kosaraju et al. (2019) proposed a multiclass
classifier to segment documents into various components
using a convolutional neural network. Bin Makhashen
and Mahmoud (2019) surveyed various layout analysis
techniques, features, advantages, and disadvantages.
Biswas et al. (2021) used an object recognition mask
RCNN to detect and predict regions of interest. Using
straightforward 1image processing techniques like
morphological dilation, run-length smoothing algorithm,

DOI: https://doi.org/10.52756/ijerr.2023.v35spl.004

(2022) offered a novel method to identify and segment
blocks discovered within the newspaper regardless of
layout. Zulfiqar et al. (2019) proposed a method to detect
layout using the LSTM network, giving an accuracy of
around 96%. Zhu et al. (2022) experimented with various
algorithms to detect the layout of documents and created
a dataset of 3000 newspaper pages in US states with
various complex layout structures. Oliveira et al. (2018)
proposed an open-source CNN architecture for layout
segmentation with post-processing to improve accuracy.
Xu et al. (2021) proposed a neural network built on the
Mask R-CNN produce  object
classification, bounding box identification and the

architecture  to

creation of page object masks. Alzubaidi et al. (2021)
provided a detailed overview of various deep learning
approaches, including CNN architectures and their uses
and characteristics. Liebl and Burghardt (2021) evaluated
various architectures for layout analysis of newspapers.

In this paper, we mainly proposed an algorithm to
remove the graphics and pictures from newspapers in the
Gurumukhi script. After that, we trained the newspaper
images on a convolutional neural network by creating the
dataset and segmenting the different columns of
newspapers. The next parts of this paper mainly cover
Material and Methods in Section 2, Results and

Discussion in Section 3, and Conclusion in Section 4.
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Figure 2. (a). Original Image (b) Result of the proposed algorithm after separating text from
graphics (c) Original Image in Non-Manhattan layout (d) Result of the proposed algorithm after
separating text from graphics

Materials and Methods

The workflow of the system has two parts. In the first
part, the newspaper image is passed through an algorithm
based on contours to remove the graphics from the
newspaper images. In the second part, we collected
around 500 images of Punjabi newspapers, performed
data preprocessing and annotation into 5 classes, trained
on Faster RCNN with different architectures,
performed inferences. The newspapers without graphics
are then tested on the model to detect different columns

and

of text, headline regions, and title regions. The workflow
of the system is shown in Figure 1.
Proposed algorithm to Separate text from Images

The algorithm uses the concept of contour detection
and performs various morphological operations to remove
the graphics/photographs from the newspaper image.
Firstly, newspaper images are binarized using various
binarization algorithms (Sauvola and Pietikdinen, 2000).
After the contours are detected, each contour's average
height and width are obtained, and based on a predefined
threshold,
generated.
Algorithm 1
1. Read the input image and convert the loaded image to

a mnewspaper image without graphics is

grayscale.
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2. Apply Sauvola thresholding to the grayscale image to
create a binary image.
3. Erode the binary image using a kernel
4. Find contours in the eroded binary image
5. Initialize an empty list to store all contours.
6. Loop until all white pixels have been traced:
a. Find the first black (0) pixel as the starting point of
a contour.
b. Initialize the current pixel as the starting point.
c. Initialize an empty list to store the points of the
current contour.
d. Loop until returning to the starting point of the
contour:
(i) Store the current pixel as a contour point.
(i) Traverse in the current direction (right, down,
left, up) to find the next black pixel.
(iii) Update the current pixel to the next pixel.
(iv) If the current pixel is the starting point, stop
the loop.
(v) If the current pixel is the starting point, stop
the loop.
e. Add the list of contour points (current contour)
to the list of all contours (all_contours).
7. Calculate the average height and width of all contours
8. Process each contour in the list of contours:
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Figure 3. Labelling of Punjabi Newspaper Image using Labellmg Tool

a. Get the contour's bounding rectangle (x, y, width,
height).
b. If the height of the bounding rectangle is greater
than the threshold times the average height:
i. Set the corresponding region in the original
image to white.
10. Create a mask by drawing filled contours on a white
canvas
11. Save the modified image and the mask to the
specified paths.
12. Display the modified image without graphics.

In Figure 2, a is an original figure, and b is an image
obtained by applying the proposed algorithm with text
separated from graphics. Figures 2¢ and 2d also show that
the proposed algorithm correctly removes pictures from
the Manhattan layout as well as pictures from non-
Manhatten layouts. We have tested the proposed
algorithm on several images of complex layouts and
found that it correctly separates text from pictures. Non-
Manhattan layouts are those that form any arbitrary shape
in newspapers.

Dataset Collection

In the second part of this paper, we first created the

dataset. The dataset for newspaper layout analysis was
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collected from various internet resources like websites
and image resources. These newspapers are labeled into 5
classes Image Region, Text Region, Advertisement
_Region, Heading Region, and Title Region with the
help of the labelling tool Labelimg as shown in Figure 3.
Total number of Punjabi newspaper images collected is
500 and labelled. Table 1 represents a number of different
regions annotated with the help of an annotation labeling
tool. Total number of annotating objects is 20873.

Table 1. Distribution of Different labels in the dataset

Text Region 8342
Image Region 4563
Advertisement Region 3421
Heading Region 4332
Title Region 215
Total 20873

Dataset Pre-Processing and splitting

As the images of newspapers are quite large, they are
converted into a standard, smaller, and uniform size. The
dataset is divided into training, testing, and validation.
70% of the images are in the training dataset, 20% in the
testing dataset, and 10% in the validation dataset.
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Deep Learning architectures

We have used an object detection model called Faster
RCNN with different backbones: ResNET+FPN 50, 101,
and Retinanet. Detectron2 which is a Facebook Al
Computer Vision research framework that has various
pre-trained models used for transfer learning. We have
trained different architectures with the same
configuration, and after that, testing is done on the test
dataset. The images without graphics generated by the
proposed algorithm are used for testing to detect the
column of text.
Deep Learning Architecture Faster RCNN

Faster RCNN is made of CNN, the region proposal
network, and prediction as shown in Figure 4. The RPN
layer gives two outputs. One is objectiveness
classification, and the other is a bounding box regressor,
which acts as input to the ROI layer. The output of the
ROI layer is given to the fully connected classification

Feature Pyramid
Network

layer, giving two outputs: a softmax classifier and a
bounding box regression, giving the bounding box for
each area of the newspaper image to detect the layout of
the newspaper image.
Retinanet

RetinaNet typically uses a deep convolutional neural
network (CNN) as its backbone. Popular choices include
ResNet, ResNeXt, and other similar architectures.
RetinaNet incorporates a feature pyramid network (FPN)
on top of the backbone to handle objects of different sizes
shown in Figure 5. RetinaNet employs anchor boxes at
multiple scales and aspect ratios to propose potential
object locations in the feature pyramid. These anchor
boxes act as priors for object localization. RetinaNet
employs separate classification and regression heads for
each anchor. The classification head predicts the
probability of each anchor containing an object of a
specific class. The regression head predicts adjustments to

/| /]
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v
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Figure 5. Architecture of Retinanet based on Resnet and Feature Pyramid Network to predict the Layout
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the anchor box coordinates to fit the object's bounding
box. The key innovation of RetinaNet is the focal loss
function, designed to address the issue of class imbalance.

Results and Discussions

The experiments are conducted to remove the images
of the Gurumukhi script from the newspapers based on
the proposed algorithm. Around 100 newspaper images
are tested using the proposed method. Table 2 shows the
results and accuracy. We have trained the model based on
Faster RCNN based on the configuration shown in Table
3.

Table 2. Performance of the proposed algorithm
(Algorithm 1) to Separate text from Images

Total
pictures in
Newspaper

No of
Newspapers

Pictures
Accuracy
removed

images

100 545 519 96.22

Table 3. Training System configuration of
Convolution Neural network

Epoch: 300
Max Size Iteration: 300
Optimizer: Default SGD
with Detectron2
Data Loader Worker: 4
Evaluation Criteria

1. The IOU, or Jaccard Index, is a metric that is
the ratio of the area of intersection (the overlapping

Batch size: 4
Backbone: X101,R50
Number of classes:6

Learning Decay: 0.001

region) to the area of union (the combined region) of the
predicted and ground truth regions used to test the
performance.

IoU = (Area of Intersection) / (Area of Union) @)

2. Precision: Precision is a metric that measures the
accuracy of positive predictions made by a model.

In the context of object detection, precision represents
the fraction of the predicted bounding boxes that are
correct. It is calculated as the ratio of true positives
(correctly predicted objects) to the sum of true positives
and false positives (incorrectly predicted objects).

Precision = (True Positives) / (True Positives + False
Positives) (2)

3. Recall: Recall, also known as sensitivity or true
positive rate, measures the ability of a model to capture
all positive instances. In object detection, it represents the
fraction of the actual objects that the model correctly

Figure 6. Validation Accuracy of different architectures for
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detected. Recall is calculated as the ratio of true positives
to the sum of true positives and false negatives (missed
objects). Recall = (True Positives) / (True Positives +
False Negatives) 3)

4. The Fl-score is another metric that combines
precision and recall into a single value, which can be
useful when you want to strike a balance between the two.
It is calculated as the harmonic mean of precision and
recall:

Fl-score = 2 * (Precision * Recall) / (Precision +
Recall) 4

The different architectures are compared in Table 4 on
the test dataset of newspaper images. The model's
performance with X101 in this paper is better on mAP
and F1_score, and the model's performance is more stable
than other architectures. We have tested the model's
performance on different architectures on 50 newspaper
images. The accuracy of a model for layout detection
using different architectures is shown in Table 5 and
Figure 6.

Table 4. Comparison results of Faster RCNN with
different architectures

Architecture Precision Recall F1
Score
X101-FPN 0.87 0.81 0.838
R50-FPN 0.79 0.77 0.78
Retinanet R50 0.76 0.75 0.75
Retinanet101 0.81 0.83 0.82

Table 5. Performance of model with different
architectures tested on 50 newspaper images

Number Detected
of Text Text Accuracy

Columns Columns
X101-FPN 560 535 95.53
R50-FPN 560 521 93.03
Retinanet 560 502 89.64
R50
Retinanet101 560 525 93.75

Layout Accuracy Of Different architectures
tested on 100 Newspapers images

95.53

93.03

m X101-FPN

m R50-FPN

m Retinanet R50
Retinanet101

ACCURACY

Layout Detection
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We tested the model inference on different kinds of
layouts by removing images or instances. In the case of
X101-FPN, the model achieved an accuracy of 95.53%,
which means it correctly detected 95.53% of the actual
text columns. These metrics provide insights into the
performance of the object detection models in identifying
text columns within the dataset. A high accuracy
percentage indicates that the model is proficient at
correctly recognizing text columns, while lower accuracy
percentages may suggest areas for improvement in the
models or the dataset. The sample images detected are
shown in Figures 7 and 8.

Conclusion

In the realm of newspaper digitization, particularly in
the context of the Gurumukhi script, we presented a
comprehensive approach to newspaper layout analysis for
digitizing newspapers in the Gurumukhi script. This
approach is critical to making historical newspapers
accessible and user-friendly for modern audiences. We
proposed an algorithm to effectively remove graphics and
pictures from Punjabi newspaper images, achieving an
accuracy of 96.22% on a test set of 100 images with
diverse layouts, including non-Manhattan layouts. This
algorithm also works on other newspaper scripts, like
Hindi and English. The second part of the study focused
on training a deep learning model, Faster RCNN, with
different architectures to detect columns of text in
newspapers. The dataset, consisting of 500 labeled
Punjabi newspaper images, was used for training and
testing. The model achieved high accuracy, with the best-
performing (X101-FPN) reaching an
accuracy of 95.53% in detecting text columns. Evaluation

architecture

metrics such as precision, recall and F1 score were
employed to assess the performance of the deep learning
The XI101-FPN architecture
superior performance across these metrics, indicating its
effectiveness in accurately identifying text columns

models. demonstrated

within the newspapers.

The proposed methodology contributes to the field of
newspaper digitization, particularly for languages like
Gurumukhi, by addressing the challenges posed by
complex layouts. The visual examples highlight the
robustness of the proposed system for handling the
complex layouts of Punjabi newspapers. The algorithm
effectively removes graphics, and the deep learning
model accurately detects different text regions within the
newspapers. The qualitative assessment emphasizes the
system's ability to handle diverse layouts, including non-
manhattan, and showcases its potential for digitizing
newspapers in the Gurumukhi script. The combination of

DOI: https://doi.org/10.52756/ijerr.2023.v35spl.004

algorithmic techniques and deep learning models
presented in this paper provides a robust solution for
accurate layout detection, facilitating the digitization of
historical newspapers for enhanced accessibility.

Future work could involve further refining the
algorithm and model, exploring additional architectures,
and expanding the dataset for improved generalization.
Overall, this lays the foundation for
advancements in digitising newspapers in diverse scripts

and layouts.
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