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Introduction 

Recent developments in microarray technology have 

made it possible to analyze thousands or more than 

thousands of genes simultaneously. However, the major 

problem in this analysis is the huge amount of genes 

compared to the limited amount of samples (Hajieskandar 

et al., 2023). Most classification algorithms suffer from 

such a high-dimensional input space. Furthermore, many 

of the genes in arrays are irrelevant or redundant to some 

specified diseases. Thus, selecting highly discriminating 

genes is critical to improving the accuracy of disease 

classification and prediction (Shukla et al., 2020; Mishra 

et al., 2023). Identification of a set of genes that suitably 

differentiate biological samples of various types is a 

feature selection problem. Feature selection includes 

finding a subset of features to improve prediction and 

classification accuracy or decrease the size of the data 

with only the selected features without decreasing the 

prediction and classification of the classifier (Zare et al., 

2023). 

Methods for feature selection are generally divided 

into three categories: the filter approach, the wrapper 

approach, and the embedded method. In the first 

category, a filtering approach is first used to choose a 

subset of features before applying the actual model 

learning algorithm. Features were selected based on their 

scores on various statistical tests of correlation with the 

outcome variable. Filter Methods (Almugren et al., 2019) 

mainly act as rankers, ordering the features from best to 

worst. The ranking of features depends on the essential 
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properties of the data, such as variance, consistency, 

distance, information, correlation, etc. On the other hand, 

the wrapper approach (Osama et al., 2023) utilizes the 

learning machine as a fitness function and searches for 

the best feature subset in the space of all feature subsets. 

In wrapper methods, feature subsets are used to train a 

model. Based on the inferences from the trained model, 

features are added or eliminated from the subset. In other 

words, Wrapping methods compute a model with a 

specific feature subset and estimate the importance of 

each feature. It then iterates and tries different subsets of 

the feature until it reaches the optimal subset. Besides 

wrappers and filters, the embedded methods (Liu et al., 

2018) are another category of feature selection 

algorithms, which perform feature selection as the 

process of training and are usually specific to given 

learning machines. Embedded methods bridge the gap 

between filters and wrappers. To begin with, this method 

fuses measurable and statistical criteria like a filter to 

choose some features, and then using a machine learning 

algorithm, this method picks the subset with the best 

classification performance. Figure 1, presents a logical 

diagram to show the relationship between filter, 

embedded, and wrapper approaches (Syahidin et al., 

2023). 

 
   (a)   (b) 

 
(c) 

Figure 1. Different feature selection techniques (a) 

filter (b) wrapper (c) embedded. 

All feature selection techniques need an evaluation 

function and a search strategy to obtain the optimal 

feature set. The evaluation function tries to measure the 

discriminating ability of a feature or of a subset to 

distinguish the different class labels and can be grouped 

into five categories (Bhartiya and Prajapati, 2023) they 

are distance, uncertainty, dependence, consistency and 

classifier error.  Searching for the optimal subset can be 

achieved by examining all possible subsets, which is 

usually unfeasible in practice due to the large amount of 

computational effort required. A wide range of heuristic 

search strategies are used, including forward selection, 

backward elimination, hill-climbing, branch and bound 

algorithms, and stochastic algorithms like simulated 

annealing and GA.  

Genetic algorithms appear to show a lot of promise 

when they are used in the medical diagnosis of various 

diseases in terms of promoting more exact predictions as 

well as better-tailored treatment regimens (Tyagi et al., 

2024; Ghaheri et al., 2015; Balcha and Woldie, 2023). 

Various feature selection methods have been used in gene 

selection for cancer classification. Minimum Redundancy 

Maximum Relevance (MRMR) is used to find the 

optimal subset of multiple genes (Alromema et al., 2023).  

The features of the MRMR method are extremely 

different from each other. The mutual Euclidean distance 

is maximized or the pairwise correlation is minimized. 

The usual maximum association criteria, such as 

maximum mutual information with the target phenotype, 

supplement these minimum redundancy criteria. This 

filtering technique has been proven to achieve high 

accuracy by eliminating irrelevant and redundant 

features. 

Unlike filters, wrappers use the estimated accuracy of 

a specific classifier to evaluate candidate subsets. Genetic 

algorithms have been utilized to realize dimensionality 

reduction. In a GA-based wrapper approach (El Akadi et 

al., 2011), each feature is represented as a gene and a 

feature subset as a chromosome. The occurrence or non-

occurrence of a feature corresponds to a chromosome 

value of 1 or 0. First, a population of chromosomes is 

randomly created. All chromosomes are evaluated using a 

fitness function to determine their fitness value. 

Chromosomes with higher fitness are retained, 

chromosomes with lower fitness are discarded, and new 

populations are created through crossover and mutation. 

These operations are designed to make the next 

generation healthier. As this process repeats, the 

chromosome population evolves, expecting stronger 

chromosomes to emerge and survive. In most real-world 

situations, the chromosomes will improve and become 



Int. J. Exp. Res. Rev., Vol. 39: 82-91 (2024) 

DOI: https://doi.org/10.52756/ijerr.2024.v39spl.006 
84 

more appropriate. At the end of the GA, the archived 

gene subset is examined. The gene subsets are compared, 

and the highest fitness value corresponding to the gene 

subset is selected. This process usually leads to further 

reduction of the gene set. 

Materials and Methods 

In microarray data, selecting a few important genes 

allows efficient data analysis and supports its biological 

interpretation. This section describes the MRMR filtering 

method and a Modified GA-based wrapper method for 

gene selection or feature selection. These algorithms are 

developed to obtain gene subsets as a solution to decrease 

the large number of genes that need to be classified later. 

The MRMR method is utilized to select genes that are 

most related to the target class and extremely different 

from each other. Modified GA is a general and efficient 

wrapper. Combining MRMR and MGA can give an 

effective gene selection method. In this proposed method, 

gene selection is performed in two stages. In the first 

stage, MRMR is used to find a candidate gene set. 

MRMR removes unimportant genes. In the second stage, 

the MGA method is applied to select the highest 

discriminative gene subset from the candidate set which 

is obtained using MRMR. The microarray dataset of 

ovarian cancer in CSV format (Hameed et al., 2021) is 

used. After the feature selection method, a Random forest 

classifier is used to classify the dataset. This paper uses a 

Random Forest classifier to compare the MRMR-MGA 

feature selection algorithm with the MRMR-GA. The 

implementation results show that MRMR-MGA gene 

selection is effective compared to the MRMR-GA 

algorithm.  

MRMR Filter Method 

The mutual information between two variables X and 

Y, denoted I (X; Y ), is a quantity that measures the 

mutual dependence of these two variables (El Akadi et 

al., 2011). The mutualinformation between two discrete 

variables X and Y can be formulated as follows.  

  (     )  ∑      ∑       (    )    
 (    )

 ( ) ( )
      -------                   

               (1) 

Here the joint probability distribution function of X 

and Yis is mentioned as p(x, y), and the marginal 

probability distribution functions of X and Y are 

mentioned as p(x) and p(y), respectively. For continuous 

value, the summation is replaced by a double integral. 

Naturally, mutual information measures the information 

that X and Y share. It measures the extent to which 

knowledge about one of these variables reduces 

uncertainty about the other variable. Using the concept of 

mutual information, the MRMR method (Mandal et al., 

2013) selects genes that have the maximum relevance and 

minimum redundancy with the target class. In other 

words, the selected genes are extremely dissimilar to each 

other. Given gi, which represents the gene i, gj, which 

denotes the gene j, and the class label c, the top m genes 

are carefully chosen using the Maximum-Relevance 

method in the descending order of I(gi; c), i.e. c class 

labels related to the finest m individual features. 

    
 

   
∑  (     )        -------              (2) 

Even though the topmost individual genes are selected 

using the Maximum-Relevance algorithm, it has been 

accepted that the m finest features are not the best m 

features, since the associations among those topmost 

features may also be high. A minimum redundancy 

method is used to remove the redundant features. 

    
 

    
∑   (      )          -------              (3) 

The minimum redundancy–maximum relevance 

(MRMR) feature selection method combines both 

optimization criteria of equations 2 and 3.  A sequential 

incremental algorithm to solve the simultaneous 

optimizations of optimization criteria of equations 2 and 

3 is given as follows. Suppose a Set G represents the set 

of genes; for a given Sm−1, the feature is set with m−1 

genes. Then, the aim is to select the feature from the Set 

G – Sm−1. This attribute is selected by maximizing the 

single-variable relevance and subtracting a redundant 

function. 

        –     ( (     )  

 
 

   
 (∑   (      )        ) -------            (4) 

Steps involved in MRMR: 

1. Step 1: (Relevance Calculation) For each feature, 

calculate its relevance to the target variable. This is 

calculated using Mutual Information. 

2. Step 2: (Redundancy Calculation) Their redundancy 

is calculated for each pair of features.  

3. Step 3: (Initialize Lists): Initialize two lists: one for 

selected features and another for remaining candidate 

features 

4. Step 4: (Select Initial Feature): Choose the feature 

with the highest relevance as the first selected feature. 

5. Step 5: (Iterative Feature Selection): Repeat the 

following steps until the desired number of features is 

selected. Select the feature with the maximum MRMR 

criterion and add it to the list of selected features. 

Remove the selected feature from the list of candidate 

features. The final selected features are stored in a list 
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GA Wrapper Method 

Gene expression data often contains redundant, 

irrelevant, and noisy genes. The presence of such genes 

during the learning process of machine learning 

algorithms impacts the performance. The performance 

will affect the computational cost and prediction 

accuracy. Gene selection is the process of reducing the 

dimensionality of a dataset and identifying a small set of 

biologically relevant genes to achieve classification 

results comparable to or better than using all genes (Li et 

al., 2013). Wrapper methods are frequently used in 

feature selection (gene selection) for gene expression 

analysis in cancer prediction or cancer classification to 

distinguish between tumour types, decrease the number 

of genes tested in new patients, and also aid in drug 

discovery and early diagnosis. Genetic algorithms 

(Albadr et al., 2020) are meta-heuristic algorithms based 

on the process of natural selection to obtain optimal and 

high-quality solutions for producing offspring through the 

application of genetic operators, namely selection, 

crossover, and mutation. The set of possible solutions to a 

given problem is called the initial population, and each 

member of the population is called a chromosome.  

Chromosomes are made up of collections of genes, 

and all chromosomes contain the same number and type 

of genes. As part of the optimization process, several 

genes are selected from the population and genetically 

bred through crossover and mutation to obtain the next 

generation of offspring with better fitness. Crossover and 

mutation are two operators used to generate new 

populations. In the crossover process, two chromosomes 

(parents) are joined to form a new chromosome called the 

offspring. Crossover operators are applied repeatedly. 

Genes with good chromosomes appear in the population. 

Crossovers are frequently applied in GA. Mutations play 

an important role in GA. Applying mutation operators 

causes random changes in the properties of 

chromosomes. Many generations of GA runs are required 

until the solution with maximum fitness is obtained and 

returned as the best solution to the problem. 

Steps involved in GA: 

1. Individual encoding: Each individual is encoded as a

binary vector of size, where the entry 𝑏𝑖 = 1 represents

the predictor  𝑖that is defined for that individual, 𝑏𝑖 =

0 if the predictor  𝑖 is not included in that particular

individual (𝑖 = 1, …, 𝑃 ) (Cerradaet al., 2016).

2. Initial population: Given a binary representation of

individuals, the population is a binary matrix where

the rows are randomly selected individuals and the

columns are the available predictors. An initial

population containing a predefined number of

individuals is generated using a random selection of 0 

and 1 for each entry (Cerrada et al., 2016). 

3. Fitness function: The fitness value of each individual

in the population is calculated using a predefined

fitness function (Welikala et al., 2015). This fitness

function selects individuals for the next generation,

which has the lowest prediction error and fewer

predictors.

4. Create the next generation by applying genetic 
operators.

 Selection: Elite individuals are selected based on their

fitness values. They are selected as parents to produce

children through a process of crossover and mutation.

Instead of selecting all parents from the most eligible

individuals, this study adds random individuals to the

parent pool to maintain generational diversity. Each

pair of parents produces some children to form the

next generation of the same size as the original

population. To stabilize the size of each generation,

equation (5) must be satisfied.
              

 
         𝑖      

 𝑖 𝑖 𝑖          𝑖    𝑖     -------          (5) 

Here Best Selected Individuals are represented as BS 

and Randomly Selected Individuals are represented as 

RS. 

Crossover: A mechanism by which a new generation

is created by exchanging entries between the two

parents selected in the previous step. This study uses a

single-point crossover technique (Liu et al., 2013;

Welikala et al., 2015).

Mutation: This operation is applied after crossover to

determine whether an individual should be mutated in

the next generation, ensuring that the predictor has not

been permanently removed from the GA population

(Brown and Sumchrast, 2005).

5. Stopping Criteria: Two stopping criteria are

commonly used in GA. The first method is used to

reach the maximum number of generations. Another

one is that the fitness function does not improve in

two consecutive generations (Cheng et al., 2016).

Steps 2 and 3 are executed repeatedly until the

stopping criteria are met.

Modified Genetic Algorithm (MGA) Wrapper 

Method 

The modified GA aims to direct the stochastic 

selection aspect towards a fine subset of features. This 

modified genetic algorithm is used to find the best 

combination of features. Using a genetic algorithm for 

gene expression microarray feature selection involves 

applying principles inspired by natural selection and 
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evolution to iteratively search for an optimal subset of 

genes relevant to a specific task.  

In the Modified Genetic Algorithm, modification is 

done in two phases. One is in the selection process, 

instead of selecting random features, features are ranked 

and the top features are selected. The second 

modification is in the crossover phase. In the 

evolutionary genetic algorithm AND/ OR operators are 

used for crossover. Information Gain-based features are 

combined in the crossover phase.  

Stages involved in MGA: 

1. Initialization: Create an initial population of feature

subsets.

2. Fitness Function: Define a fitness function to

evaluate the performance of each feature subset.

3. Selection: Select individuals (feature subsets) from

the current population based on their fitness. Rank-

based features are selected in this phase.

4. Crossover (Recombination): Apply crossover

(recombination) to pairs of selected individuals to

create new feature subsets. In this phase, information

gain is used to cross over.

5. Mutation: Introduce random changes to some

individuals in the population.

6. Evaluate Fitness of Offspring: Evaluate the fitness

of the newly created individuals (offspring) using the

fitness function.

7. Replacement: Replace some individuals in the

current population with newly created individuals.

Repeat the steps 3 – 7 until the desired features are

selected. The algorithm returns the feature subset with the 

highest fitness in the final population as the selected set 

of genes for the gene expression microarray data. 

Proposed hybrid feature selection in Microarray using 

Minimum Redundancy-Maximum Relevance 

(MRMR) and Modified Genetic Algorithm (MGA) 

The work reported in this paper is based on a hybrid 

approach combining MRMR and MGA. The proposed 

method is characterized by two stages: In the first stage, 

MRMR is used to filter noisy and redundant genes in 

high-dimensional microarray data. In the second stage, 

MGA for selecting the highly discriminating genes. The 

scheme for the proposed model is shown in Figure 2. The 

detailed step is described as follows. In the first stage, the 

original data are preprocessed by the MRMR filter. Each 

gene is evaluated and sorted according to the MRMR 

criterion, and the first P genes are selected to form a new 

subset. MRMR is applied to filter out many important 

genes and reduce the computational load. The second 

stage uses a wrapper approach MGA to accomplish the 

feature(gene) subset selection from the reduced set of 

genes obtained in the previous pre-processing stage. The 

basic idea here consists of using a GA to discover good 

subsets of genes. Modification is done in the selection 

part and crossover part. In this modified method number 

of iterations is increased in the selection base and features 

are selected using rank. In the crossover phase, the 

evolutionary algorithm used the AND/OR function but 

this proposed method uses Information gain, the 

goodness of a subset being evaluated by a Random Forest 

classifier. 

 Random Forest Classifier for Classification 

Random Forests (RF) is a classification algorithm that 

uses an ensemble of unpruned decision trees based on 

bootstrap samples of training data with a randomly 

selected subset of variables. This algorithm has many 

Figure 2. The general process for gene selection and classification using the MRMR-MGA 

algorithm. 
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characteristics that make it an attractive technique in the 

classification of microarray gene expression data. 

Random Forest (RF) is a tree-based method that proposes 

a modified approach to bagging techniques to construct 

non-correlated tree collections. Tb, b=1,…, B, with low 

bias (low error on the training data) and low variance 

(low error on the test data) by averaging their predictions 

(Breiman, 2001). Reducing variance by reducing the 

correlation between trees is achieved by random selection 

of input variables and by replacing samples from a 

dataset of size m. The selected variables and samples are 

used to grow each tree in the forest (bootstrap sampling). 

This random selection has shown that around 2/3 of the 

data are chosen, then, the training set mb for each 

classifier is, in general, mb⊂ m (Ziegler et al., 2014). 

Steps involved in Random Forest Classification: 

1. Uses the test features and uses the rules of every

randomly created decision tree to predict the outcome.

Then it stores the predicted outcome(target)

2. The votes for each predicted target are calculated.

3. Take the high-voted predicted target as the final

prediction from the random forest algorithm

Results and Discussion 

This section performs comprehensive implementation 

to compare the MRMR-MGA feature selection algorithm 

with MRMR-GA using the Random Forest Classifier on 

the ovarian cancer dataset. This paper used an Ovarian 

Cancer Data set with 253 records and 15154 Features. 

MRMR technique is applied to the whole Dataset, and 

200 Features are selected from this method. A dataset 

with 200 features is applied to GA and 45 features are 

selected. A dataset with 45 features is classified with a 

Random Forest classifier. MRMR and GA methods are 

implemented using Python, and classification is 

performed using the WEKA tool. When using the 

proposed method, MRMR technique is applied to Full 

Dataset and 200 Features are selected from this method. 

A dataset with 200 features is applied to Modified GA 

and 21 features are selected. Datasets with 21 features are 

classified with a Random Forest classifier. MRMR and 

GA methods are implemented using Python, and 

classification is performed using the WEKA tool.  

The classification accuracy of three different datasets 

is tested using a Random Forest classifier. 

1) Original Data set with 15154 features are directly

applied to the Random Forest Classifier

2) The MRMR technique is applied to the original

dataset in the second method. This filter method

removes redundant features and gives 200 features.

Then GA method is applied to this reduced dataset.

This wrapper method removes irrelevant features and

gives 45 features. Datasets with 45 features are

applied to the Random Forest Classifier.

3) The MRMR technique is applied to the original

dataset in the third method. This filter method

removes redundant features and gives 200 features.

Then, a Modified Genetic Algorithm is applied to this

reduced dataset. This wrapper method removes

irrelevant features and gives 21 features. Datasets with

21 features are applied to the Random Forest

Classifier.

Table 1 describes the classification accuracy of three

methods. One is the classification result without feature 

selection, the second one is the classification result with 

MRMR with GA-based feature selection and the third 

one is the MRMR with modified GA-based feature 

selection. 

The classification results of the Original Data set with 

15154 features using the Random Forest classifier are 

shown in Figure 3. 

The classification results of the Data set with MRMR- 

GA-based feature selection and with 45 features using the 

Random Forest classifier are shown in Figure 4. 

The classification results of the Data set with MRMR- 

Modified GA-based feature selection and with 21 

features using Random Forest classifier are shown in 

Figure 5. 

The Mean Absolute Error of the classifier when using 

these three datasets are shown in Figure 6. The mean 

absolute Error of the classifier when using the original 

dataset is 1.1797. MRMR- GA-based feature selection is 

applied to the original dataset, the classifier error rate is 

0.0462. The error rate is 0.0183 when MRMR-MGA is 

applied to the original dataset. 

Table 1. Accuracy of Classifiers. 

Classification Result (Without 

Feature Selection) 

Classification Result 

(With MRMR + GA Feature 

Selection) 

Classification Result 

(With MRMR +  Modified GA 

Feature Selection) 

=== Confusion Matrix === 

a b   <-- classified as 

79         12 |   a = Normal 

3         159 |   b = Cancer 

=== Confusion Matrix === 

a   b   <-- classified as 

87      4 |   a = Normal 

2160 |   b = Cancer 

=== Confusion Matrix === 

a   b   <-- classified as 

91   0 |   a = Normal 

0 162 |   b = Cancer 
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.. 

Figure 3. Classification results of the Original Data set. 

Figure 4. Classification results of MRMR – GA applied Data set. 
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    The experimental results show that the accuracy of 

microarray data classification which has feature selection 

is better than without feature selection. MRMR with 

modified GA gives more accurate results. The error rate 

of the classification is also reduced using the proposed 

method. 

Conclusion 

This paper implements the proposed MRMR with 

modified GA as a feature selection method for microarray 

classification. Then, a Random Forest is used to assess 

the classification performance. Experimental results 

showed that the proposed method effectively simplifies 

gene selection and the total number of required 

parameters, thereby achieving higher classification 

Figure 5. Classification results of MRMR –Modified GA applied Data set. 

Figure 6. Error Rate of the Classifier. 
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accuracy compared to other feature selection methods. 

The classification accuracy obtained by the proposed 

method was higher than other methods. In the future, 

other available or modified filter and wrapper-based 

feature selections can be integrated and tested with other 

available or modified supervised classifiers. 
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