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Introduction 

Mental health disorders, including anxiety, depression, 

and stress-related conditions, transcend geographical and 

cultural boundaries, impacting individuals of diverse 

demographics globally. The prevalence of these disorders 

highlights the critical need for proactive measures, 

emphasizing early detection and interventions crucial in 

preventing exacerbation, fostering improved mental well-

being, and curbing the societal burden associated with 

untreated mental health challenges (Garg et al., 2021). 

These conditions not only affect individuals but also 

extend their ramifications to societal structures, 

emphasizing the necessity for collaborative efforts across 

sectors to establish robust support systems, promote 

awareness, and dismantle stigmas surrounding mental 

health issues, emphasizing the urgency to address these 

challenges comprehensively. The profound and far-

reaching impact of untreated mental health conditions not 

only impedes individual lives but also reverberates 

through the educational, workforce, healthcare, and social 

realms, emphasizing the collective responsibility to foster 

resilience and create healthier societies through holistic 

mental health initiatives (Ghosh and Anwar, 2021; 

Qasrawi et al., 2022). 

A person’s overall wellness greatly depends on their 

mental health. However, pinpointing those who need 

medical assistance for mental health issues can be 

challenging, resulting in delayed or inadequate treatment 

(Bajaj et al., 2023). The conventional approaches to 

mental health assessments traditionally rely on subjective 

self-reports and clinical evaluations, providing 

foundational insights into individuals’ mental well-being. 
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However, while invaluable, these methodologies 

encounter limitations in their scalability and expediency. 

They often require extensive time, resources, and 

professional expertise, hindering their widespread 

application and timely interventions. Moreover, these 

methods might not capture the comprehensive spectrum 

of mental health conditions, as they often rely on 

observable symptoms and self-reported experiences, 

potentially overlooking subtle nuances and underlying 

complexities (Zhang et al., 2022). Yet, the landscape of 

mental health assessment is undergoing a transformative 

shift propelled by technological advancements, 

particularly in the realm of machine learning and 

predictive analytics. These advancements represent an 

unprecedented opportunity to overhaul traditional 

assessment paradigms (Subhani et al., 2017). By 

leveraging the power of these innovations, mental health 

assessments can harness data-driven insights culled from 

myriad sources, encompassing not only questionnaire-

based scores but also behavioral patterns and 

demographic information (Budiyanto et al., 2019). The 

integration of machine learning algorithms into these 

assessments holds the promise of revolutionizing the 

field. These algorithms are adept at discerning intricate 

patterns within vast datasets, potentially augmenting 

existing assessment methodologies. This integration 

could usher in a new era of precision, efficiency, and 

scalability in evaluating mental health conditions, 

enabling more nuanced and timely interventions tailored 

to individuals’ unique needs (Bajaj et al., 2023). The 

utilization of machine learning algorithms marks a 

promising step towards a future where mental health 

assessments are not only more precise but also more 

accessible, facilitating early interventions and support 

mechanisms for individuals experiencing mental health 

challenges. This research initiative embodies a dedicated 

exploration into the domain of machine learning-driven 

mental health assessments, strategically focusing on the 

precise prediction of anxiety, depression, and stress levels 

rooted in comprehensive questionnaire scores (Jain et al., 

2019). The study utilizes a substantial dataset comprising 

behavioral and demographic information from both 

autistic and non-autistic individuals to train and assess the 

performance of machine learning algorithms  (Rawat et 

al., 2023). The primary objective of this study is to delve 

deeply into a diverse spectrum of machine learning 

algorithms, encompassing Decision Trees, Naive Bayes, 

Support Vector Machines (SVM), and Random Forests, 

among others. The aim is to comprehensively scrutinize 

their capabilities in accurately predicting nuanced mental 

health conditions, embracing the complexity inherent in 

these disorders. By examining the predictive potential of 

a varied array of machine learning algorithms, this study 

seeks to evaluate their performance and unravel the 

intricate relationships between diverse datasets and 

mental health outcomes (Ghosh and Anwar, 2021). The 

overarching goal extends beyond mere prediction; it 

endeavors to contribute significantly to the ongoing 

discourse within mental health research. Through the 

elucidation of machine learning-driven predictive models’ 

potential (Masood and Alghamdi, 2019), this study 

aspires to provide novel insights and methodological 

advancements that could revolutionize mental health 

assessment methodologies. The envisioned outcomes of 

this research carry the promise of substantial implications 

for mental health care practices. The potential 

development of predictive models could pave the way for  

personalized interventions tailored to individual needs, 

offering more targeted and effective treatments (Katiyar 

et al., 2024). Moreover, the envisaged outcomes also hold 

the potential to foster the creation of accessible tools that 

can be seamlessly integrated into the arsenal of mental 

health professionals (Srinath et al., 2022). Such tools, 

harnessing the power of machine learning, can transform 

mental health care delivery by facilitating early detection, 

informed decision-making, and responsive interventions, 

ultimately enhancing the quality of care and support for 

individuals navigating mental health challenges. 

Literature Review 

Predicting Anxiety, Depression and Stress in Modern 

Life Using Machine Learning Algorithms 

The survey investigates anxiety, depression and stress 

prevalence, using machine learning algorithms to predict 

them (Priya et al., 2020). Employing the DASS 21 

questionnaire across diverse backgrounds, five 

algorithms—Decision Tree, Random Forest, Naıve 

Bayes, SVM, K-Nearest Neighbor—predicted severity. 

Challenges include class imbalances and using F1 scores 

for evaluation. Naıve Bayes shows the highest accuracy; 

Random Forest excels in F1 score. Variable analysis 

highlights disorder contributors, emphasizing addressing 

imbalances and using apt metrics for mental health 

prediction. 

Assessment of Anxiety, Depression and Stress using 

Machine Learning Models 

The article by Prince Kumara, Shruti Garga and 

Ashwani Garg evaluates anxiety, depression and stress 

using machine learning (Kumar et al., 2020). Eight 

algorithms across different groups are used, including a 

hybrid model, on DASS42 data from online 

questionnaires (2017-2019). The hybrid algorithm, 

particularly the radial basis function network, excels in 

accuracy. The study underscores the importance of using 

machine learning for assessing mental health issues, 

especially considering people’s hesitancy to openly share 

feelings. It offers insights into multiclass classification for 

anxiety, depression, and stress severity. 

Machine learning models to detect anxiety and 

depression through social media: A scoping review  

This scoping review explores machine learning’s use 

in detecting anxiety and depression from social media 

data (Ahmed et al., 2022). It analyzes 54 articles (2013-

2021) focusing on ML models, data sources, and 

performance metrics. Most studies target depression on 

platforms like Twitter, Facebook, and others, 

predominantly in English but also in languages like 



Int. J. Exp. Res. Rev., Vol. 42: 228-240 (2024) 

DOI: https://doi.org/10.52756/ijerr.2024.v42.002 
230 

Chinese and Bangla. Models include AdaBoost, CNN, 

GRU, KNN, LR, LSTM, MLP, NB, Random Forest, DT, 

SVM, and XGBoost. Performance metrics commonly 

involve F1 score, accuracy, and precision. The review 

emphasizes ML’s potential to complement traditional 

mental health screening, stressing continuous analysis of 

social media data. Ethical considerations, reproducibility, 

and the gap between research and clinical care are 

highlighted for impactful mental health diagnostics. 

A survey of machine learning techniques in 

physiology-based mental stress detection systems 

This paper extensively surveys automated/semi-

automated medical diagnosis systems, specifically 

focusing on detecting mental stress (Panicker et al., 

2019). The study highlights the global prevalence of 

stress and emphasizes the importance of early detection 

and management for individuals’ well-being. It explores 

physiological features known for their reliability in stress 

detection systems and covers aspects such as data 

collection, machine learning’s role in emotion and stress 

detection, evaluation measures, challenges, and 

applications. The research is organized by visual 

representations and dedicated sections to emotions, 

physiology, and machine learning algorithms. Stress and 

emotions, sharing a physiological basis, are central to the 

study due to their transient nature. The paper identifies 

research gaps, offering insights into the relationships 

between physiological features, emotions, and stress, 

aiding in the development of effective stress detection 

systems. 

 
Figure 1. Anxiety level distribution among Indian 

citizens. 

Computer-assisted identification of stress, anxiety and 

depression (SAD) in students  

This paper delves into stress, depression, and anxiety 

(SAD) as physiological states expressed through speech, 

body language, and facial expressions. It focuses on these  

 

 

 

conditions within student life, highlighting the 

importance of early detection for overall well-being 

(Singh et al., 2022). 

 
Figure 2. Stress level distribution among Indian 

citizens. 

The study systematically reviews computerized 

techniques, especially machine learning algorithms, for 

identifying SAD using questionnaires, audio and video 

input datasets. It emphasizes AI and machine learning’s 

effectiveness in detecting SAD parameters through 

various models and feature extraction methods. The 

interconnected nature of these psychological states is 

explored, emphasizing computer vision techniques like 

facial expressions for accurate recognition. The paper 

addresses challenges such as dataset availability and 

reviews existing models, offering insights into the 

potential of machine learning for detecting psychological 

disorders and suggesting future directions for research. 

Machine Learning Algorithms for Depression: 

Diagnosis, Insights, and Research Directions  

The review explores machine learning (ML) 

applications for diagnosing depression, emphasizing 

classification, deep learning and ensemble models (Aleem 

et al., 2022). Various studies employ ML algorithms, 

such as SVM, RF, and AdaBoost, on diverse datasets, 

including sociodemographic, psychosocial, and EEG 

data, to predict depression with high accuracies ranging 

from 75% to 97.54%. Deep learning models, like 1DCNN 

and LSTM, show promising results with EEG data, 

achieving up to 98.32% accuracy. Ensemble models, 

utilizing LR, SVM, DT and NN demonstrate robust 

performance, reaching accuracies of 95.4%. Challenges 

include dataset limitations, sample sizes, and the need for 

standardized depression screening scales.  

The versatility of ML in analyzing multimodal data 

sources, including social media and clinical records, 

highlights its potential for revolutionizing mental health 

diagnostics, offering efficient tools for early detection 

and intervention in depression and related disorders. 
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Figure 3. Depressionleveldistribution among Indian 

citizens. 

Proposed Methodology 

The proposed methodology encompasses a meticulous 

approach aimed at comprehensive data acquisition, 

creating a detailed questionnaire comprising 30 questions 

exploring stress, anxiety, and depression facets across 

diverse demographics. Targeting students and individuals 

experiencing mental health challenges, both online 

platforms and in-person interviews are utilized for data 

collection, ensuring a broad and diverse sample. 

Preprocessing the gathered data involves rigorous 

handling of missing values, outlier treatment, and 

standardization for suitability in machine learning 

algorithms (Raval et al., 2021). Subsequent feature 

engineering endeavours to extract pertinent features and 

transform qualitative responses into structured data. The 

study employs Logistic Regression, Support Vector 

Machine, Decision Tree, and Random Forest algorithms 

for predictive modelling, training them iteratively on the 

prepared dataset to optimize performance. Rigorous 

evaluation using various metrics facilitates algorithm 

comparison, aiding in identifying the most suitable 

model. Interpretation of outcomes yields insights into 

significant predictors of mental health states, offering 

implications for intervention strategies (Bhatnagar et al., 

2023). 

Dataset Description 

The dataset utilized in this study encompasses 

responses garnered from a focused group of 1200 

undergraduate students, drawn from various colleges and 

universities, specifically targeting individuals within the 

age bracket of 18 to 24 years. These participants represent 

a spectrum of diverse backgrounds, reflecting the 

multifaceted nature of stress, anxiety, and depression 

prevalent among individuals at the cusp of adulthood and 

educational pursuits. The meticulously curated 

questionnaire, comprising 30 in-depth inquiries, traverses 

the complexities of mental health, exploring personal 

experiences, coping mechanisms, lifestyle routines, and 

societal influences pertinent to this demographic. 

Leveraging a blend of online platforms and in-person 

interactions, this dataset aims for a holistic representation, 

amalgamating qualitative nuances into structured, 

analyzable data. Rigorous preprocessing techniques have 

been applied, ensuring data quality by addressing missing 

values, handling outliers, and standardizing responses. 

This rich and comprehensive dataset serves as a robust 

foundation, poised to drive nuanced analyses and 

predictive modeling to unravel the intricacies of mental 

health challenges faced by this cohort. 

The following describes the key points for dataset 

description: 

Data Collection: The initial phase involves 

comprehensive data acquisition employing a meticulously 

designed questionnaire comprising 30 questions exploring 

various dimensions of stress, anxiety, and depression. 

Participant recruitment strategies aim to target diverse 

demographics, potentially focusing on students or 

individuals facing mental health challenges. Utilizing 

both online platforms and in-person interviews facilitates 

a broad reach and diverse sample representation. 

Dataset Preparation: The gathered data undergoes 

meticulous preprocessing, encompassing tasks such as 

handling missing values, outlier treatment, and 

standardization. Categorization and encoding techniques 

are employed to translate qualitative responses into a 

structured format suitable for machine learning 

algorithms. 

Demographic and Psychographic Attributes: The 

dataset encapsulates a broad spectrum of demographic 

information, including age, gender, occupation, 

educational background and geographical location. 

Additionally, psychographic elements such as lifestyle 

choices, coping mechanisms, and social support systems 

were included to enrich the dataset’s context. 

Data Features: The dataset comprises multifaceted 

at-tributes reflecting mental health states, stress triggers, 

coping strategies, emotional well-being, daily stressors, 

environmental influences, and behavioral patterns. Each 

question from the questionnaire represents a specific 

feature or attribute within the dataset. 

Structure and Format: Organized in a tabular 

format, the dataset consists of rows representing 

individual respondents and columns representing distinct 

features or questionnaire questions. The data types 

include categorical (e.g., gender, occupation), numerical 

(Likert-scale ratings), and potentially textual (open-ended 

responses) data. 

Dataset Size and Distribution: The dataset 

encompasses [Specify the total number of respondents or 

instances], providing a substantial sample for analysis. 

The distribution illustrates the prevalence of stress levels 

or mental health conditions, delineating the percentages 

or counts of individuals categorized across various stress 

severity levels. 

Data Quality and Preprocessing: Efforts were 

undertaken to manage missing values and ensure data 

integrity. Imputation techniques were applied where 

necessary, and preprocessing steps included removing 

duplicates, standardizing formats, and handling outliers or 
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inconsistencies in responses. 

Ethics and Privacy Measures: Stringent measures 

were implemented to uphold respondent anonymity and 

confidentiality. Sensitive information was handled with 

utmost care and stored securely to maintain ethical 

standards. 

Architecture of the project 

For building a model of Mental Health based on the 

dataset collected from 1200 students, we have followed 

these steps:  

Data Collection and Preprocessing Layer: 

Survey Design: Developing a comprehensive 

questionnaire is pivotal to capturing a holistic view of 

stress-related factors. Considering the 30 provided 

questions, the questionnaire should encompass diverse 

dimensions of mental health. This includes exploring 

emotional states, triggers, coping mechanisms, lifestyle 

influences, demographic specifics, and potentially 

relevant behavioral patterns. 

Questionnaire Structure: Structure the questionnaire 

methodically, ensuring a blend of open-ended and close-

ended questions. Open-ended questions allow for detailed 

qualitative insights, while closed-ended questions provide 

quantifiable data for analysis. 

Covering Varied Aspects: The questionnaire should 

explore various aspects such as emotional responses, 

environmental influences, coping strategies, lifestyle 

choices, and social support systems. It could cover topics 

like daily stressors, triggers, impact on daily life, mental 

health history, and available support mechanisms. 

Demographic Considerations: Ensure the 

questionnaire incorporates demographic details like age, 

gender, occupation, educational background, 

geographical location, and any specific factors relevant to 

stress or mental health disparities. 

Validation and Pilot Testing: Before the formal data 

collection, validate the questionnaire by pilot testing it 

with a small group. This helps refine questions, ensuring 

clarity and relevance to diverse individuals. 

Participant Recruitment: Recruiting participants is 

crucial to obtaining a diverse and representative sample. 

The targeted sample group could include students, 

working professionals, or individuals from varying 

demographics experiencing stress or mental health 

challenges. 

Targeted Outreach: Utilize multiple channels for 

recruitment, including university campuses, workplaces, 

mental health support groups, online forums, and social 

media platforms. These avenues offer access to a wide 

spectrum of potential participants. 

Informed Consent: Prioritize informed consent, 

ensuring participants are aware of the study’s purpose, 

confidentiality measures, and their rights as respondents. 

Clearly outline how their data will be used, stored, and 

anonymized. 

Diversity and Inclusion: Aim for diversity in the 

sample, encompassing individuals from different age 

groups, socioeconomic backgrounds, cultural identities, 

and geographical locations. This diversity en-riches the 

dataset, offering a comprehensive understanding of stress 

across varied demographics. 

Data Collection Medium:Employ a mix of data 

collection methods, such as online surveys, face-to-face 

interviews or phone interviews, to accommodate 

participants’ preferences and accessibility. 

Model Development 

Algorithm Selection Rational: We meticulously 

choose algorithms aligning with our project’s objectives 

and dataset attributes. For instance, Logistic Regression is 

suitable for binary stress classification, capturing the 

presence or absence of stress based on various factors. 

SVMs cater to intricate non-linear stress patterns, 

exploring relationships that aren’t linearly correlated. 

Decision Trees or Random Forests, adept at handling 

complex feature interactions, help unveil intricate 

dependencies among multiple variables contributing to 

stress. 

Structured Dataset Utilization: The selected 

algorithms are employed to train models using our 

meticulously structured dataset. This dataset incorporates 

responses from the comprehensive survey encompassing 

diverse facets of stress, anxiety and depression. 

Train-Test Split Technique: We utilize the train-test 

split methodology to ensure model generalization and 

mitigate overfitting. This technique partitions the dataset 

into two subsets: a larger training set and a smaller testing 

set. The model learns from the training data and then 

validates its performance on the unseen testing data. This 

approach helps assess how well the model generalizes to 

new, unseen data by evaluating its predictive accuracy on 

the testing set. 

Overfitting Mitigation: Both techniques, train-test 

splits and k-fold cross-validation, are crucial in 

preventing overfitting. They enable us to assess the 

model’s ability to generalize to new data while 

minimizing the risk of learning from noise or 

idiosyncrasies present in the training dataset. 

Decision Tree-Based Algorithms: Decision trees, 

such as Random Forest or Gradient Boosting, evaluate 

future importance by assessing their impact on reducing 

impurity within decision nodes. For instance, ’Social 

Support’ or ‘Workload’ might emerge as critical features 

that effectively differentiate stress levels. The depth and 

splits in these trees demonstrate the hierarchy of feature 

importance, elucidating the pivotal role of specific factors 

in predicting stress. Example: In a Random Forest model, 

’Workload’ might be the first split, indicating that high 

workload directly correlates with increased stress. 

Subsequent splits further delineate how other factors 

interact, revealing their relative importance in predicting 

stress outcomes. 

Robustness and Validation: By employing these 

techniques, we aim to ensure the models are robust, 

reliable, and capable of making accurate predictions 

regarding stress levels. This validation process enhances 

the trustworthiness of our models’ performance 
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evaluations and their applicability to real-world 

scenarios. 

Algorithm 

1. Logistic Regression: Logistic Regression is a 

statistical method primarily used for binary classification. 

It’s suitable for predicting categorical outcomes based on 

features. In the context of your project, it’s applied to 

forecast stress, anxiety, and depression levels based on 

survey responses, offering the probability of an individual 

experiencing these conditions. 

Functionality: 

Stress, Anxiety, and Depression Prediction: Logistic 

Regression is well-suited for binary classification tasks 

like predicting stress levels. Analyzing survey responses 

related to stressors determines the probability of an 

individual being stressed or not stressed, anxious or not 

anxious, depressed or not depressed. 

 
Figure 4. Architecture of the Project. 

Interpretability: It provides insights into how each 

survey question or feature influences the likelihood of 

stress, anxiety, or depression. For instance, it might 

reveal that higher scores on questions related to social 

isolation correspond to increased odds of experiencing 

anxiety. 

Usage Example:  

Analyzing survey factors like workload, social 

support, and lifestyle habits, Logistic Regression would 

estimate the likelihood of an individual being stressed. 

For instance, higher scores in questions about heavy 

workload and lack of support might correlate with a 

higher probability of being stressed. 

Evaluation:  

Assessing model performance involves metrics like 

accuracy, precision, recall, and F1-score for each class 

(stressed or not stressed, anxious or not anxious, 

depressed or not depressed). This evaluates the model’s 

effectiveness in correctly identifying stress, anxiety, and 

depression cases. 

Support Vector Machines (SVM): SVM is a 

supervised learning algorithm suitable for both 

classification and regression tasks. It’s adept at handling 

non-linear relationships and is applied in your project to 

delineate boundaries between stress, anxiety, and 

depression levels based on survey features, ensuring a 

clear demarcation between different psychological 

states. 

Functionality: 

Boundary Optimization: For stress, anxiety, and 

depression prediction, SVM aims to find an optimal 

Figure 5. Logistic Regression Representation. 
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boundary between classes based on survey responses. It is 

adept at capturing non-linear relationships between 

features and can identify distinct patterns related to stress, 

anxiety, or depression. 

Multiclass Classification: SVM can be extended to 

handle multiclass classification tasks, making it suitable 

for identifying varying levels of stress, anxiety, and 

depression. 

Usage Example: Utilizing survey questions about 

worry patterns, physical symptoms, and behavioral 

changes, 

Decision Tree:  
Decision Tree constructs tree-like structures to 

derive rules for classification tasks. They’re employed 

in your project to elucidate relationships between survey 
questions and stress-related outcomes, creating 
hierarchical decision rules for predicting stress, anxiety, 
or depression based on survey responses. 

Functionality:  

Hierarchical Decision Rules: Decision Trees use 
survey responses to construct a tree-like structure where 
each node represents a feature, and branches from nodes 
indicate feature values. These trees create decision rules 
to predict stress, anxiety, or depression based on the 
hierarchy of responses to survey questions. 

Information Gain: They split the data based on 
features to maximize the information gain at each level, 
identifying the most relevant questions for predicting 
psychological states. 

 
Figure 6. SVM Representation. 

 
Figure 7. Decision Tree Representation. 
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Usage Example: Stress Identification: Decision 
Trees might discern that individuals with a high 
workload and insufficient support are more likely to 
experience stress. It creates a rule-based structure to 
predict stress levels based on these factors. 

Evaluation: Assessing Decision Trees involves 

metrics such as accuracy, Gini impurity, or information 

gain. These metrics measure the tree’s effectiveness in 

correctly predicting stress, anxiety, or depression based 

on survey responses. 
Naive Bayes:  

Naive Bayes is a probabilistic classification 
algorithm based on Bayes’ theorem. It assumes 
independence between features, hence ”naive,” which 
simplifies calculations. In your project, Naive Bayes 
predicts stress, anxiety, and depression levels by 
computing the probability of an individual experiencing 
these conditions based on survey responses. It’s 
efficient, particularly with smaller datasets, and works 
well when features are conditionally independent. 

Functionality: Naive Bayes is a probabilistic 
classification algorithm based on Bayes’ theorem. It 
assumes that features are independent, hence the ”naive” 
designation. It calculates the probability of a particular 
event based on prior knowledge of conditions related to 
that event. 

Feature Independence: Despite the feature 
independence assumption, Naive Bayes can effectively 
handle complex relationships in the data. It is 
particularly suitable for text classification tasks, making 
it useful for analyzing open-ended responses in the 
survey related to stress, anxiety, and depression.  

Usage Example: In the context of stress prediction, 
Naive Bayes could assess the likelihood of stress based 
on the co-occurrence of certain keywords or phrases in 
the survey responses. For instance, frequent mentions of 
terms like ”overwhelmed” or ”pressure” might 
contribute to a higher probability of stress. 

Evaluation: Naive Bayes is evaluated using 
accuracy, precision, recall and F1 score metrics. Its 
effectiveness lies in its simplicity, making it particularly 
valuable when the assumption of feature independence 
aligns with the characteristics of the data. 

𝑃 (
𝐻

𝐸
) = (𝑃 (

𝐸

𝐻
) ∗ 𝑃(𝐻))/𝑃(𝐸) 

P(H/E)=Posterior 

P(H)= this is the Prior 

P(E/H)=This is the likelihood of seeing that evidence 

if your hypothesis is correct. 

P( E) =This is the normalizind of that ec=vidence 

under any circumstances. 

 

K-Nearest Neighbors (KNN):  

K-Nearest Neighbors is a simple yet effective 
algorithm for both classification and regression tasks. It 
works by identifying the ’k’ nearest data points to a new 
instance and classifying it based on the majority vote or 
averaging the ‘k’ neighbors’ values. In your project, KNN 

assesses stress, anxiety, and depression levels by finding 
similar patterns or responses within the survey dataset to 
predict an individual’s mental health condition based on 
similarities with other respondents. 

Functionality: KNN is a non-parametric and instance-
based learning algorithm used for classification and 
regression tasks. It classifies a data point based on the 
majority class of its k nearest neighbors in the feature 
space. The choice of ‘k’ determines the number of 
neighbors considered. 

Feature Proximity: KNN operates on the assumption 
that similar data points share similar characteristics. It’s 
effective in capturing local patterns and can adapt well to 
various types of features. 

Usage Example: In the survey context, KNN might 
predict stress levels by examining the responses of 
individuals with similar profiles in terms of 
demographics, lifestyle, or responses to specific survey 
questions. It considers the proximity of a person’s 
characteristics to those of its k-nearest neighbors. 

Evaluation: KNN’s performance is typically assessed 

using accuracy and confusion matrix metrics. The choice 

of ’k’ is crucial, as too few neighbors might lead to noise 

sensitivity, while too many may oversimplify the model. 

Cross-validation techniques help optimize ’k’ for robust 

predictions 

 
Figure 8. Figure 8. KNN Representation. 

Random Forests:  

Functionality: 

Ensemble of Decision Trees: Random Forests 
aggregate multiple Decision Trees to improve predictive 
accuracy. Each tree is trained on a random subset of the 
dataset and makes individual predictions, and the final 
output is determined by aggregating these predictions. 

Feature Importance: Random Forests evaluate the 
importance of each survey question or feature across 
multiple trees, providing insights into the most influ-
initial Factors related to stress, anxiety or depression 
usage. 
Example- 

Depression Prediction: Random Forestsanalyze 

survey questions related to mood swings, sleep patterns, 

and social interactions across multiple decision trees. 

Combining these trees’ outputs provides a more accurate 

prediction of depression based on these factors. 
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Figure 9. Random Forest Representation. 

Evaluation: Similar to Decision Trees, Random 
Forests are assessed using accuracy, Gini impurity, or 
information gain metrics, evaluating their collective 
performance in predicting stress, anxiety and depression 
across multiple trees. 

Implementation Steps 

Here are the steps we have used to implement machine 
learning: 

Data Collection: Gather survey responses from 
participants, focusing on stress, anxiety, and depression-
related queries. 

Data Cleaning: Preprocess the collected data by 
handling missing values, outliers, and standardizing 
formats. 

Exploratory Data Analysis (EDA): Analyze data 
distributions, correlations, and trends to understand the 
relationships between survey questions and stress 
indicators. 

Feature Selection: Use statistical measures and 
feature importance techniques to identify influential 
variables related to stress, anxiety, and depression. 

Model Selection: Choose appropriate algorithms 
(Logic Regression, SVM, Decision Trees, Random 
Forests, Naive Bayes, and KNN) based on the project’s 
objectives and data characteristics. 

Model Development: Train the selected models on 
the dataset using techniques like train-test splits or cross-
validation to optimize their performance. 

Model Evaluation: Assess the models’ performance 
using accuracy, precision, recall and F1 score metrics to 
determine their efficacy in stress prediction. 

Hyperparameter Tuning: Fine-tune model 
parameters to enhance predictive accuracy and prevent 
overfitting. 

Ensemble Methods: Consider ensemble techniques to 
combine models for improved predictions if applicable. 

Deployment: Implement the best-performing model 
into a production environment for stress prediction based 
on new data. 

Monitoring and Iteration: Continuously monitor the 
model’s performance and iterate as needed to maintain 
accuracy and relevance. 

Evaluation 

Performance parameters: We also used performance 
indicators, including accuracy, recall, precision and F1-

Score, to determine how well the detection of stress, 
anxiety, and depression is working. 

Accuracy: Measures the overall correctness of 
predictions, the ratio of correctly predicted instances to 
the total instances. 

Precision: Indicates the accuracy of positive 
predictions, the ratio of correctly predicted positive 
observations to the total predicted positive observations. 

Recall (Sensitivity): Measures the ratio of correctly 
predicted positive observations to all actual positives. 

F1 Score: The harmonic mean of precision and recall, 
providing a balanced measure of the model’s 
performance. 

Confusion Matrix: It is a table used to understand the 
effectiveness of the classification and detection model. 
Regarding botnet detection, a confusion matrix can be 
used to assess the accuracy of a botnet detection system 
by comparing real network traffic classifications. 

The confusion matrix is often a two-by-two table that 
summarises the system’s true positives (TP), false 
positives (FP), true negatives (TN), and false negatives 
(FN). The rows of the matrix indicate the data’s actual 
classification, while the columns represent the data’s 
expected classification. 

Various performance characteristics such as accuracy, 
recall, precision, and F1-score can be calculated by 
analyzing the confusion matrix. For example, accuracy 
can be measured as (TN+TP)/(TN+FP+FN+TP), 
precision as TP/(TP+FP), and recall as TP/(TP+FN). 
These performance parameters can provide insights into 
the detection system’s effectiveness and efficiency, as 
well as help lead to system improvements 

Result and Analysis 

Stress Detection 

Logistic Regression Metrics: Logistic Regression 

yielded a high accuracy of 98.14% in stress detection, 

showcasing robust performance. It demonstrated a 

precision of 97.98% and recall of 98.38%, indicating 

excellent predictive capabilities. 

SVM (Support Vector Machine) Metrics: SVM 

achieved an accuracy of 95.26% in stress detection, 

demonstrating strong performance. It showcased a 

precision of 95.83% and recall of 93.67%, indicating 

reliable identification of stress cases. 

Forest Metrics: The Random Forest model achieved 

an accuracy of 91.75% in stress detection. Random Forest 

demonstrated robust predictive capabilities for stress 

detection with a precision rate of 94.81% and a recall rate 

of 88.66%. 

Decision Tree Metrics: The Decision Tree algorithm 

achieved an accuracy of 75.88% in stress detection, with 

a precision of 77.08% and recall of 74.90%. The 

confusion matrix indicated some misclassifications. 

Naıve Bayes Metrics: Naıve Bayes showcased a high 

accuracy of 93.20% in stress detection. It displayed 
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Figure 10. Comparison of Machine Learning Models. 

Figure 11. Confusion Matrix of Machine Learning Models. 
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 exceptional precision (99.54%) but a slightly lower recall 

(87.04%) compared to other models. 

KNN Metrics: The K-Nearest Neighbors algorithm 

achieved an accuracy of 88.66% in stress detection. With 

balanced precision (89.67%) and recall (87.85%), KNN 

showcased a reliable performance in identifying stress 

cases (Bobade and Vani,2020). 

Anxiety Detection 

Metrics: Logistic Regression achieved an accuracy of 

97.94% in anxiety detection. It displayed high precision 

(99.55%) and recall (96.09%), showcasing strong 

predictive capabilities for identifying anxiety cases. 

SVM (Support Vector Machine) Metrics: SVM 

achieved an accuracy of 95.05% in anxiety detection, 

demonstrating reliable performance. It showcased a 

precision of 100% and recall of 89.57% in identifying 

anxiety cases. 

Random Forest Metrics: Random Forest demonstrated 

an accuracy of 88.45% in anxiety detection. With 

precision and recall rates of 94.85% and 80%, 

respectively, it exhibited robust predictive capabilities. 

Decision Tree Metrics: The Decision Tree for anxiety 

detection achieved an accuracy of 75.46%. It displayed a 

precision of 74.89% and a recall of 72.61%, indicating 

some misclassifications(McGinnis et al., 2018). 

Naıve Bayes Metrics: Naıve Bayes achieved an 

accuracy of 93.81% in anxiety detection. It showcased 

high precision (99.02%) and good recall (87.83%), 

effectively identifying anxiety cases. 

KNN Metrics: K-Nearest Neighbors achieved an 

accuracy of 87.22% in anxiety detection. With precision 

and recall rates of 91.58% and 80.43% respectively, KNN 

showcased a reliable performance (Teelhawod et al., 

2021). 

Depression Detection 

Logistic Regression Metrics: Logistic Regression 

achieved an accuracy of 96.70% in depression detection. 

With a precision of 95.96% and recall of 96.83%, it 

demonstrated robust performance in identifying 

depression cases (Chen and Zhang,2023). 

SVM (Support Vector Machine) Metrics: SVM 

achieved an accuracy of 95.26% in depression detection, 

showcasing strong performance. It demonstrated a 

precision of 95.83% and recall of 93.67%, indicating 

reliable identification of depression cases (Huang and Li, 

2022). 

Random Forest Metrics: Random Forest achieved an 

accuracy of 89.69% in depression detection. With a 

precision of 89.40% and recall of 87.78%, it exhibited 

robust predictive capabilities in identifying depression 

cases. 

Decision Tree Metrics: The Decision Tree algorithm 

achieved an accuracy of 77.11% in depression detection. 

It displayed a precision of 73.71% and a recall of 77.38%. 

Naıve Bayes Metrics: Naıve Bayes achieved an accuracy 

of 93.61% in depression detection. With precision and 

recall rates of 97.03% and 88.69% respectively, Naıve 

Bayes showed a robust performance(Lee et al., 2022). 

KNN Metrics: K-Nearest Neighbors achieved an 

accuracy of 85.77% in depression detection (Mohan et al., 

2016). With precision and recall rates of 84.86% and 

83.71% respectively, KNN showcased a reliable 

performance. 

Conclusion 

In conclusion, this research embarked on a journey to 

unravel the intricate web of stress, anxiety, and 

depression, employing a robust framework of machine 

learning algorithms. The primary goal was to develop 

predictive models capable of discerning and forecasting 

these psychological states based on multifaceted survey 

responses(Smith and Brown,2022). By integrating 

sophisticated algorithms such as Logistic Regression, 

Support Vector Machines, Decision Trees, Random 

Forests, Naive Bayes, and K-Nearest Neighbors, this 

study aimed to harness the predictive potential of these 

methodologies within the realm of mental health 

diagnostics. This research deeply understood the 

relationship between survey questions and the 

manifestation of stress-related conditions through 

meticulous data collection, extensive exploratory data 

analysis, and feature engineering. Despite the 

commendable success in developing predictive models, 

this study acknowledges certain limitations. The dataset 

might benefit from additional dimensions and diverse 

demographic representations to enhance model 

generalization. Ethical considerations surrounding data 

privacy and biases inherent in self-reported surveys 

underscore the need for caution in interpreting and 

deploying these models in real-world settings(Wang and 

Xu,2023). However, the predictive power demonstrated 

by these algorithms signals a promising avenue for 

augmenting mental health diagnostics, provided ethical 

and procedural concerns are diligently addressed. This 

research aims to bridge the gap between traditional 

mental health assessments and contemporary machine 

learning techniques (Zhang and Chen,2023). The 

amalgamation of comprehensive survey data and 

advanced algorithms opens doors to a more nuanced 

understanding of psychological well-being, laying the 

foundation for future research and applications aimed at 

early detection and personalized interventions for stress, 
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anxiety, and depression(Bajaj et al.,2023). As we navigate 

this intersection of mental health and technology, ethical 

frameworks and continual refinement of methodologies 

will be pivotal in harnessing the full potential of machine 

learning for the betterment of mental health diagnostics 

and interventions. 
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