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Introduction 
The term ‘social network’ was first used in 1954 by 

J.A. Barnes to signify the social structure of a population 
consisting of nodes (like people or things) and edges 

(like dependencies or relationships between the nodes). 
With the advent of online social networks (OSNs), the 
concept of a social network has taken new and novel 
forms. OSNs have gained widespread popularity for a 
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Abstract: Online Social Networks (OSNs) face the major challenge of protecting 
participant's privacy, due to the high dimensionality and volume of the data. In real-
time social networks, where hundreds of personal details of people are shared every 
day, there remains a significant threat to privacy.  Privacy preservation is challenging 
for a community detection problem due to the high computational complexity and 
memory requirements, especially in larger real-world OSN graphs. Although 
weighted nodes provide better results, as they allow capturing the frequencies of the 
values, the privacy preservation of sensitive attributes such as specific profiles 
becomes harder compared to these models. This problem can result in queries and 
subsequent learnings from social network profiles of specific individuals, which may 
be of personal, political or otherwise concern. Online social networks (OSNs) grapple 
with significant privacy challenges due to the extensive dimensions and vast 
quantities of data involved. This research fills the void in current privacy-preserving 
community detection methodologies, which face problems in computational 
complexity and memory usage in large-scale OSNs. The proposed framework seeks 
to bolster privacy preservation through a comprehensive multi-step process. Data 
filtering uses a blended data filter system to remove outliers and irrelevant data, thus 
enhancing the quality of the input data. Density-Oriented Clustering phase employs a 
density-oriented clustering model to identify communities, with each cluster 
representing a distinct community. Privacy Preservation component introduces a new 
privacy preservation technique for sensitive OSN attributes, surpassing existing k-
anonymization methods. The developed density-based social network community 
detection model and its novel privacy-preserving scheme are evaluated using the 
datasets Yelp, Football, Zachary and Dolphin from the SNAP dataset. Experimental 
results on these datasets embed a comprehensive evaluation based on the order of 
each node and the graph-based networks, where each node is laden with weights as 
proximity values, indicating the semantic proximity between communities and 
individuals. The proposed framework employs the normalized mutual information 
(NMI), modularity (Q), Rand index and runtime measurements to demonstrate 
widespread advantages in the multi-dimensional functional space, including greater 
accuracy, cluster compatibility, and computational tractability over the existing 
prominent traditional models for OSNs. 
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variety of purposes, such as communication, 
information-sharing and entertainment. Individual 
services in OSNs are targeted to the purpose and form of 
usage. For example, Facebook is a social networking 
site, LinkedIn is a professional network, Instagram is a 
photo-sharing site, YouTube is a video-sharing site, 
Tumblr is a blogging and content-sharing site, and 
Twitter is a microblogging site. These platforms have 
become part of the daily activities of millions of users. 
OSNs provide a broad range of functions (networking, 
microblogging, video sharing, etc), but the core features 
of OSNs look remarkably similar across platforms. OSN 
user numbers have risen exponentially from less than 10 
million in 2005 to 2 billion today, allowing people to 
create virtual friendships with unknown and known 
others. OSNs reward users for sharing information with 
services that link them to others, boost their friend 
count, enhance their fame and help them build trust with 
their affinity groups, often leading to herding behaviour 
(Zhou et al., 2015). This dynamic helps to explain the 
rapid rise of OSNs and their daily use. 

Hybrid filtering techniques have become vital tools 
in improving data quality and ensuring robust privacy 
measures. These techniques leverage the strengths of 
various filtering methods to remove outliers, reduce 
noise, and filter out irrelevant values from the input data. 
By enhancing data quality, hybrid filtering boosts the 
accuracy of community detection algorithms and 
fortifies the overall privacy-preserving framework. 

Increase in OSN Users Platforms like Facebook, 
Instagram, and Twitter have seen a dramatic rise in 
user’s data. This upward trend is likely to continue, with 
more users joining these platforms and sharing personal 
information. Users increasingly share a vast array of 
personal information, including location data, videos, 
preferences, and photos. While this data is valuable for 
social networking, it poses significant privacy risks if 
not adequately protected. These regulations require more 
rigorous data protection measures, compelling OSNs to 
adopt advanced privacy-preserving techniques. There 
have been substantial advancements in privacy-
preserving methods, including homomorphic encryption, 
secure multi-party computation and differential privacy 
as well. These techniques provide new ways to protect 
user data while allowing for meaningful data analysis. 
Hybrid filtering techniques (Kumar et al., 2023) are 
particularly effective in addressing privacy challenges in 
OSNs due to their efficiency in handling large-scale 
data. By integrating multiple filtering methods, hybrid 
techniques can more effectively remove outliers and 
irrelevant values, resulting in higher-quality data. This 

improved data quality is crucial for accurate community 
detection and the implementation of robust privacy-
preserving schemes. 

 The openness is embedded in the underlying principle 
of the modern internet, which is an ecosystem where 
everyone is a contributor, of data, of information, of 
everything. Most of this is intentional sharing: users share 
information they think is appropriate. But a lot of it is 
unintentional sharing, where the users’ interactions are 
captured, aggregated and correlated. Every time you use 
the internet, you’re creating something bigger and richer 
than you were before and leaving a trail that benefits 
others, whether you’re aware of it or not. This is how the 
modern internet works. It is nothing if not connected. 
Sharing personal information has become so widely 
recognized as useful that it is delivering huge utility to 
OSN applications. However, by doing so, it is also 
exposing the user to inherent privacy risks; and this 
cannot be ignored either. Therefore, it is necessary to 
balance the utility of information sharing against the 
user’s privacy requirements in OSN applications (Prasad 
et al., 2019). This balancing act can be achieved only if 
the privacy measures are robust enough, that the sharing 
of information continues to deliver value to the user 
while at the same time building trust and continuing the 
use of the platform by the user. 

Online Social Networks (OSNs) is a technological 
innovation denoting a software platform that is used for 
communication and exchange of information. Different 
types of OSNs support and facilitate different types of 
user behavior and interests. These behaviors and 
interests are diverse and vary across individuals. OSNs 
provide a number of functions to cater to different tastes 
and needs. OSNs facilitate the development and 
exchange of messages and ideas (Bandara et al., 2021) 
among different groups of people in different 
communities. They have profoundly altered the way 
people communicate, spread information and develop 
relationships, be it in the field of communication and 
information diffusion. 

There is a vast amount and diversity of work still in 
progress on the issues of privacy in OSNs. The research 
focuses on some of the most challenging questions in 
this field – how to protect one of the most crucial factors 
in our world, our personal information. Westin's theory 
of privacy defines privacy as that guarantees individuals 
control over if, how and with whom personal 
information is shared. One way privacy protections in 
OSNs could achieve this is by providing mechanisms 
that allow people to control access to their personal 
information, thereby enabling them to if not completely 
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retain at least some level of autonomy over their 
personal information.  

In OSNs, people or organizations are linked by 
relationships or communications. OSNs are a virtual 
playground where users write, think, and share, enabling 
a host of activities ranging from advertising to blogging, 
reviews and political campaigns. These OSNs – such as 
Facebook, WhatsApp, Twitter, Flickr, Instagram, and 
others – are a part of our daily lives and make the world 
smaller by connecting people globally and transmitting 
information across the world. 

Social networks seek constant expansion – their user 
base and features. Linked networks are especially useful 
because it takes less time for information to travel across 
them, making them more efficient and valuable to their 
users. This expansion and linking of social networks 
characterizes how digital social networks evolve and 
grow ever more useful in the digital age. Link prediction 
simply entails the prediction of links between two 
unconnected nodes within a network (Singh and Singh, 
2023; Jha et al., 2024). The main objective of link 
prediction (Pensa and Blasi , 2017) observes, is to 
increase the number of links and hence connectivity 
within the network, growing the network and 
strengthening the ties of the users within it. This helps 
the social network to be more robust and valuable. 

The predictive querying engine at the heart of these 
features combines multiple factors, including common 
friends, interests and employers, to suggest new people 
who might make informative or beneficial connections. 
A substantial amount of new linkage in these networks 
comes from such features. This is no small matter; the 
ability of predictive tools to orient users toward more 
relevant connections could vastly accelerate network 
growth by pointing users towards other people they 
might find interesting or valuable to know. Evidence of 
the role played by authenticity and pseudo-anonymity in 
the ecosystem of OSNs: a number of OSNs, such as 
Facebook and LinkedIn, require real names and 
sometimes verification of Facebook identities for people 
to register and participate. Significantly, this is because 
the relationships in these sites are intended to mirror as 
closely as possible the real world, and thus are highly 
critical of who gets to participate in the network. The 
ecosystem of trust and credibility requires that people's 
real names be used. By contrast, on dating sites, many of 
which allow pseudo-anonymity, users can pursue 
genuine social interactions in an ecosystem of people 
whose identities, such as banking details and home 
addresses, are protected, and they can maintain their 
privacy. 

The dual approach of encouraging authenticity at 
large OSNs and allowing pseudo-anonymity at dating 
sites encourages users of different types of social 
networks to have different expectations of privacy. In 
order to remain relevant to their users, OSNs have to 
safeguard their balance between boosting real 
interactions and protecting the user's privacy. Virtual 
relationships can only be sustained if users have a sense 
of security and comfort in sharing personal information; 
the balance becomes an essential element between 
privacy and authenticity for an OSN to stay afloat in 
social networking. In an effort to keep up with the times, 
OSNs must grow and continue to evolve to keep up with 
the accommodation of user needs with respect to privacy 
and authenticity.  

Among the major risks to user privacy on OSNs is 
their vulnerability against linking attacks. In the former, 
a linking attack occurs when, compared to some others, 
an attacker is able to learn more about a person by 
linking that person's profiles across different OSNs, or 
from pieces of information, such as revealing user 
profiles, attributes and friend lists (Nicolazzo et al., 
2020). The final stage in this process is privacy leaks 
and information misuse. It, therefore, needs robust 
privacy protections within the OSNs. The users should 
also be aware of the risks involved and how to overcome 
the vulnerabilities to linking attacks. 

Another critical OSN security issue is related to the 
level of trust in spam messages sent by friends. 
Spammers send spam messages that appear to be from 
trusted contacts using e-mail lists, which probably 
increases the likelihood of the target trusting enough of 
the message to click on a link. TPAs can also provide 
user attributes that can help spammers make their 
phishing look more convincing and tailored (Madhuri et 
al., 2022). With spamming and phishing, the worst case 
can involve financial loss, identity theft and other types 
of cybercrime. Users need to be alert and OSNs must 
effectively detect and prevent spam. 

Cyberbullying is still common on OSNs, and such 
messages should not be allowed to go viral. In the 
context of link prediction and recommendation systems, 
which are essential for suggesting new connections, it 
should be able to compute comparability scores between 
unconnected nodes and allow users to understand the 
effect of their recommendation on the chance of two 
people linking. In parallel, data-mining activities should 
include data encryption before it is released and the 
design of task-application-agnostic privacy tools that 
support sensitive data and protect processing time while 
ensuring robustness of PPDM models. Adversarial 
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models should also be developed to estimate risk and 
sanitize data using k-anonymous tables and, L-diversity 
and other techniques to avoid homogeneity attacks and 
attacks that allow sensitive attributes to be breached. 
This will preserve individual privacy as more and more 
of the world goes online.  

The transformation-based approach for data sharing 
is critical as it allows for the secure release of sensitive 
attributes to third parties. In this case, the sensitive data 
is released to a third party which transforms the data and 
obscures the original value of the dataset. After 
transformation, the mining results are released to 
relevant stakeholders who can benefit from the 
knowledge of the data without having access to the 
original data, thus preserving individual privacy. In the 
case of the transformation-based approach, a risk 
assessment of data disclosure is required to ensure that 
the transformation effectively prevents re-identification 
and unauthorized access. In the case of social networks 
online, information security systems face a set of unique 
challenges. We must consider how to deal with the 
scalability of these systems – think of the problems 
involved with exponentially growing networks – and the 
heterogeneity and evolution of data in those networks. 
How do we evaluate the effectiveness of the systems? 
How can we harness collective intelligence and maintain 
some sort of privacy? These challenges require 
increasingly sophisticated solutions that balance privacy, 
functionality and user trust. 

The problem of scaling is important in community 
detection as well. Social networks grow exponentially, 
and many algorithms cease to perform optimally when 
applied to networks of that size. We need scalable 
algorithms in order to deal with an exponential increase 
in the size and complexity of social networks. When 
networks become too large, the ability to analyze and 
interpret the output of social network analysis 
diminishes. As a result, we are prevented from applying 
this technology in areas as varied as marketing or 
security. 

The second challenge is heterogeneity: complex 
graph/network representations such as hypergraphs or k-
partite graphs can describe social media networks. 
Intuitive network representations tend to be simple and 
may not be sufficient to capture the heterogeneity of 
social media interactions. For instance, simplistic 
network representations of social media interactions are 
likely to lack critical insights. We may need more 
sophisticated modelling tools to capture the 
heterogeneity of social media interactions in a 
computationally feasible manner. These tools, such as 

multi-typed networks, are capable of handling 
heterogeneous data types and relationships. Handling the 
temporal dynamics of social media networks is a key 
part of understanding social dynamics over time. The 
fact that networks are continuously evolving means 
grasping the specificity of time dynamics is crucial in 
measuring and interpreting network evolution. For 
instance, tracking relationships' formation, change and 
disappearance is important for analyzing social 
dynamics. Understanding how the different parts of 
networks evolve over time is also important. Thus, 
developing ways to handle social networks' temporal 
dynamics will help keep social media analytics up to 
date and make social data more useful in making 
managerial decisions. 

Social networks are difficult to evaluate as the 
community-detection algorithms are regularly given 
only an arbitrary ground-truth set because there is no 
objective means of defining the community set 
otherwise. This means that the performance of an 
algorithm can only be judged by the subjective 
assessments of people who are the users of these 
networks. There are, therefore, few established standards 
for measuring community-detection performance. 

The third challenge lies in extracting this collective 
wisdom from the user-generated content. As we have 
seen, user-generated content, such as comments, reviews 
or ratings, can hold a lot of valuable information but is 
often difficult to extract and analyze in a timely and 
cost-effective manner because of its unstructured nature. 
The potential value of such information is often lost 
because of its sheer volume and diversity. Thus, another 
challenge is to develop sophisticated techniques for 
efficient extraction and analysis of collective 
intelligence. An issue that has persistently drawn 
attention is privacy. Social media companies such as 
Facebook and Google are often involved in privacy 
debates. Privacy-protecting mechanisms that keep user 
data secure are crucial but often difficult to design. This 
is especially due to the limitations of anonymization 
techniques and the need for users to maintain trust in the 
privacy system. Guaranteeing a proper level of privacy 
while enabling the utility of the data is a challenging 
balance, and it requires permanent improvements in 
privacy-enabling techniques and policies that can adapt 
to the evolution of social media. 

The research into community detection aims to 
compare benchmark datasets against crawled datasets, 
which would return information about the detected 
communities' quality and the detection algorithms' 
scalability. This provides an analysis of how well they are 
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at identifying meaningful, cohesive subgroups from large, 
complex networks. The algorithms should be scalable 
since social networks are never growing exponentially. 
One would like to contrast performance across these 
different types of datasets to understand the strengths and 
weaknesses and develop a better community detection 
technique. 

Challenges in social media data (Aghaalizadeh et al., 
2021; Beg et al., 2021; Kahate and Raut, 2022; 
Kavinpour et al., 2019), in terms of its noisy, distributed, 
unstructured, and dynamic nature, make community 
detection a still harder problem (Rao, M.S. et al., 2022). 
In this respect, the objective will be to develop efficient 
algorithms that could map the social network analysis to 
graph partition problems and enable the detection of 
useful communities. The proposed algorithms should be 
tested on the sampled networks—for instance, a Twitter 
network of sports persons—to prove their efficiency 
(Keerthana et al., 2023). The authors investigate 
overlapping of community detection, sub-community-
based, and community-based, and give new approaches 
to find them (Tran et al., 2021). Results will be presented 
in graphs to enable visualization of performance and 
effectiveness of the different community detection 
approaches to understand the positives and negatives of 
various methods. 

The surge in Online Social Networks (OSNs) has led 
to a tremendous expansion in the amount of personal data 
shared, making the protection of privacy a paramount 
concern. Current statistics reveal that the number of OSN 
users has escalated from below 10 million in 2005 to 
more than 2 billion today, emphasizing the enormous 
quantity of personal information at risk. This rapid 
escalation underscores the importance of implementing 
strong privacy-preserving strategies to safeguard user 
data. One of the key issues in OSNs is the extensive 
dimensionality and volume of data. With users sharing 
numerous personal details daily, the threat of privacy 
violations grows. Traditional privacy preservation 
methods often struggle with the computational demands 
and memory requirements necessary to process such 
large data sets in real time. Therefore, there is a pressing 
need for more effective and scalable solutions. 
Related works 

PPDM is a topic that has sparked enormous interest 
lately due to an increasing public need to protect sensitive 
information from probable exposure in the course of data 
analysis (Barsocchi et al., 2021). They mentioned that 
PPDM essentially takes the form of a collaboration 
between two or multiple parties that have sensitive input 
databases and participate in a common task of data 
mining while keeping their data confidential. 

Privacy-Preserving Techniques Described 
The privacy-preserving techniques of data mining can 

be considered as the collective efforts of multiple parties 
having sensitive databases. These various parties jointly 
do data mining tasks, preserving the privacy of their 
datasets. One of the prime objectives of this approach is 
to gain useful results from data mining without giving 
away critical information about the databases (Gupta et 
al., 2018). 
Objective: Obtain Results Without Exposing Critical 
Information 

The aim of PPDM is to ensure that the results are 
achieved but with no revelation of the sensitive 
information. This objective is the central concept in 
PPDM, hence the protection of the privacy of data during 
mining. This objective applies to three broad aspects of 
PPDM: input privacy, output privacy, and minimizing 
discrepancies. These aspects make certain conditions 
whereby the input data and the result of data mining 
remain confidential, along with the preservation of data 
integrity through any transformation. 
Input Privacy 

Input privacy deals with ensuring the privacy of 
submission information. In the process of privacy-
preserving data mining, the security and privacy of data 
provided for mining by different parties should be 
guaranteed. 
Output Privacy 

Output privacy ensures that the results obtained from 
activities of Datamining are private and integrity 
guaranteed. This simply means ensuring that the results 
mined will only be available to the intended recipient and 
no other person can have access, hence avoiding leaking 
out data. Ensuring output privacy conserves the 
confidentiality of information derived from the mining 
process by privacy-preserving data mining. 
Minimizing Discrepancy 

The next is the reduction of discrepancy—minimizing 
the difference between the original data and the one to be 
used for mining. In doing this, it is important to ensure 
that the integrity and accuracy of the data are observed. 
By minimizing the discrepancies, privacy-preserving data 
mining ensures that the transformation does not alter the 
real data greatly; therefore, the utility of the data is 
maintained. 
Two Common Methodologies for Mining Distributed 
Databases 

The centralized and distributed approaches are the 
most popular methodologies of mining distributed 
databases in privacy-preserving data mining. The 
centralized approach involves centralizing the data in one 
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place, whereas replicas of data at each site and then 
transferred it to a common central location made by the 
distributed approach. Both methodologies have 
advantages and challenges with respect to the speed, 
accuracy, and privacy of knowledge discovery. 
Centralized Approach 

In centralization privacy, data for data mining resides 
at a single centralized point (Bourahla et al., 2020; Sai 
and Li, 2020), which is faster and more efficient in 
computation. However, this comes with high privacy 
risks since aggregation of sensitive data from different 
sources in one point makes the data more at risk of data 
breaches and unauthorized access. One of them is the 
centralized privacy-preserving location-sharing system, a 
system named CenLocShare (Xiao et al., 2018), which 
combines a location-based server and social network 
server into one other server – Location-storing Social 
Network Server employs dummy locations and uses 
dedicated mapping protocols between the LSSNS and the 
Cellular Tower while using dummy locations to share the 
privacy-preserving locations. 
Distributed Approach 

Data at each site are duplicated and sent to a central 
location (Bahri et al., 2018; Sun et al., 2019) in the 
distributed approach. This strategy favors accuracy and 
privacy since the data will remain distributed across 
several locations, which, though slower in speed 
compared to the centralized approach, has the added 
advantage of increased protection from the risk reduction 
involved in centralizing sensitive data. 
Drawback: Introduction of False Transactions 

The major disadvantages of dummy transaction 
addition are the introduction of false transactions, as it is 
bound to increase the size of the dataset, extend the 
transformation time, and reduce the overall utility of data. 
As much as this methodology has these drawbacks, it 
stands a great chance of effectively protecting sensitive 
rules by reducing the likelihood of their exposure during 
mining. 
Alternative Technique: Addition of Noise in Decision 
Tree Classifiers 

Another alternative technique is to introduce noise 
into the decision tree classifiers themselves (Zhang et al., 
2019). It counts class label comparability between the 
original dataset and transformed through shuffling or 
other alteration of attribute values. While this offers 
privacy protection to some degree, it is at lowering utility 
costs in the classification model. The similarity between 
how much of the transformed dataset's characteristics 
reflect in the original dataset and how useful the latter can 

be onboarding utility are delicate balancing factored into 
this method alone. 
Another Approach: Safeguard Extracted Knowledge 

Safeguarding against extracted knowledge can be 
done using randomization and k-anonymization. 
Randomization attempts to make the patterns of data 
distorted, which can be treated as working on attribute 
transitional probability matrices followed by applying k-
anonymity on the randomized data to maintain privacy. 
However, k-anonymity has problems dealing with issues 
such as the homogeneity of the dataset, which might 
degrade the overall efficiency of this technique. 
Link Prediction Techniques 

In privacy-preserving data mining, these link 
prediction techniques (Daud et al., 2020; Zareie & 
Sakellariou, 2020) are reductive, using keyword-based 
matching and text similarity. All of these methods 
calculate the similarity of nodes pair-wise and have 
proved to be successful in different scenarios; however, 
effective privacy controls and concerns regarding data 
leakage remain a significant problem, especially in the 
case of online social networks. This points to the very 
relevant cyberbullying issue of the finite privacy-control 
capability of OSNs and the high effectiveness of 
detection solutions, which demands robust privacy-
preserving techniques (Zhao et al., 2019; Zheng et al., 
2019) at the same time. 
PPDM Techniques: Transform Data While 
Maintaining Privacy 

Several PPDM techniques focus on transforming data 
in such a way that privacy is guaranteed and striking a 
good balance between data utility and privacy 
preservation. These include item-control designs, SIF-
IDF, and tree structures to reduce the number of noises 
added or datasets removed. These proposed techniques 
aim to improve performance and reduce the number of 
scans taken from the database to ensure effective and 
efficient PPDM. The other techniques intend to add 
random noise (Wei et al., 2019) to the data to ensure 
individuals' privacy. This technique guards input privacy 
because it ensures the confidentiality of input data. One 
of the most influential approaches is the k-anonymity 
model, which is for guarding output privacy by 
anonymizing the data in such a way that every record is 
indistinguishable from at least k-1 other records. 
However, k-anonymity has its flaws, such as the risk of a 
homogeneity attack, which impelled researchers to work 
on more advanced models like l-diversity and t-closeness. 
It contributes to the methodologies for mining distributed 
databases with a concept of secure multi-party 
computation as a tool, enabling data mining across 
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multiple parties without revealing the individual datasets. 
This work (Kantarcioglu & Clifton, 2004) pointed out the 
trade-off between the centralized and distributed 
approaches. On the other hand, while centralized 
approaches could provide results faster, distributed 
methods enhance privacy since data remains distributed. 

Other recent techniques in PPDM include 
randomization and k-anonymization, with the former 
referring to the use of attribute transitional probability 
matrices that are used to confuse patterns in data (Li et 
al., 2020; Liu et al., 2020; Kayes and Iamnitchi, 2017; 
Yang et al., 2021). While these techniques are quite 
effective in enhancing privacy, they are hindered by 
several challenges, such as the homogeneity of the 
dataset and the utility of the transformed data. These 
techniques would apply to include personal information 
(Jain et al., 2021 ) shared online for its preservation in an 
SNS context.  

Material and Methods  
Data privacy preservation using a filtered-based 
technique in online social networking 

The presented work constitutes a community 
detection framework with a privacy-preserving data 
filter mechanism for the datasets of online social 
networking. In the pre-processing step, input data is 
filtered. Since social networking data is often in the 

form of numbers, a hybrid data filter mechanism is 
applied to remove outliers. In the next step, the filtered 
data is given to the privacy-preserving model, a 
clustering approach based on the density community. 
The clustering model of the probabilistic model is 
applied to the filtered data to detect the human 
communities. In this particular framework, each cluster 
denotes a single community and all the data points lying 
within the clusters contribute to intra-cluster variance, 
while the objects between the clusters add inter-cluster 
variance due to the difference in the data attribute. At 
the last step, it adopts a privacy-preserving approach to 
sensitive attributes such as user profile information. The 
presented framework is illustrated in Figure 1 below. 

Figure 1. Overview of the proposed framework. 
Privacy of the profile-sensitive attributes is maintained 
not through traditional k-anonymization algorithms but 
rather through a new privacy-preserving scheme. 
PPDM OSN Graph Data Pre-processing 

The pre-processing of online social network (OSN) 
graph data involves handling multiple sources of data (Ψ) 
and systematically processing each training dataset (Δ[ι]). 
The attributes must be normalized and encoded 
appropriately depending on their type for each record 
(Π[ρ]) in a given training dataset. 
Continuous Attribute Normalization 

For each continuous attribute (ατ[Π]) that is not empty 

Figure 1. Proposed Framework. 
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(φ), the attribute value is normalized using the following 
equation: 

ατ[Π] = (ατ[Π] - (μχ(ατ) + μν(ατ)) / 2) / (μαχ_c(ατ) - 
μιν_c(ατ)) 

where: 
● ατ[Π] is the attribute value of the current record. 
● μχ(ατ) is the mean value of the attribute. 
● μν(ατ) is another measure of central tendency (e.g., 

median). 
● μαχ_c(ατ) and μιν_c(ατ) represent the maximum 

and minimum values of the attribute. 
This equation ensures that all the continuous attribute 

values are on the same scale, which is essential in many 
machine-learning algorithms. 
Categorical Attribute Encoding 

For each categorical attribute (ατ[Π]) that is not empty 
(φ), the attribute value is encoded using the following 
equation: 

ατ[Π] = Σ [Φ(ατ[ι] / κμ) - Φ(κμ)] / (Μχ * Prob(ατ[ι] / 
κμ)) 

where: 
● ατ[Π] is the attribute value of the current record. 
● Φ denotes a function (e.g., cumulative distribution 

function). 
● κμ is a normalization constant. 
● Prob(ατ[ι] / κμ) represents the probability of the 

attribute value given the normalization constant. 
This process is simply encoding categorical data into a 

numerical format, yet it is still able to hold onto the 
statistical relationships of the data. 

It is the pre-processing stage of OSN graph data, 
which helps for successive analysis and mining tasks by 
making sure to handle continuous and categorical 
attributes appropriately. 
Algorithm 2: Weighted Probabilistic Community 
Detection 

1. Initialize an empty list for weighted nodes: 
o Create an empty list named nodes_with_weight. 
2. Compute the centralized mean weighted 

measure for each node: 
o For each node in the social networking graph, 

calculate the centralized mean weighted measure 

λ_α using the formula:

 

o To calculate  and :

 

o After computing λ_α, add the tuple (node, λ_α) to 
the nodes_with_weight list. 

3. Initialize an empty dictionary for community 
membership: 

o Create an empty dictionary named community 
membership. 

4. Determine the community nodes and compute 
probabilistic measures: 

o Make a new list as community nodes and initialize 
it for every community in the network.. 

o In the social networking graph for each node, 
calculate the following probabilities: 

▪ The probability of the node's attribute A1 given the 

community, . 
▪ The probability of the node's attribute A2 given the 

community, . 
o Compute the maximized weighted probabilistic 

measure λ_β using the formula:

 
o Add the tuple (node, λ_β) to the community nodes 

list. 
5. Sort and identify community leaders: 
o After processing all nodes, sort the list of 

community nodes from most to least of λ_β. 
o Find the highest node to serve as the head of the 

group. 
Incorporate the community leaders role into the 

community membership. 
Given the input dataset Δ and the output privacy-

enabled dataset Δ^', the process involves the following 
steps: 

1. Read and load the input dataset Δ 
2. Apply the initial data filtering method on each 

numerical attribute in Δ. 
3. Check for the presence of any sensitive attributes 

in the list Σα: 
 For each sensitive attribute identified: 

 Apply privacy-preserving transformations: 
 Utilize advanced data transformation 

techniques with adaptable permutation 
matrices. 

 Compute key parameters based on the 
provided secret key and permutation 
matrices. 

 Use bitwise XOR operations for enhanced 
data security. 

4. Produce the privacy-enabled dataset Δ^' by 
performing anonymization techniques on Δ. 
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5. Process each instance within the nearest neighbor 
groups:\ 

 For each instance pair: 

 Determine distances using the Chebyshev 
metric. 

 From the sorted list of distances, identify the 
closest objects. 

 Use local density estimation methods to 
refine the object selection.  

6. For every reducer in a MapReduce framework: 
 Identify the objects which are nearest using 

the probabilistic nearest neighbor approach. 
 Calculate relevant statistical values, 

including mean and distance metrics. 
 Estimate probabilities as needed. 
 Determine the local density for each case 

using unique equations. 
 Filter nearest neighbor objects based on local 

 
Yelp dataset and connection to user profiles 

 

 



Int. J. Exp. Res. Rev., Vol. 41: 180-194 (2024) 

DOI: https://doi.org/10.52756/ijerr.2024.v41spl.015 
189 

kernel density estimation. 
7. Finalize the process. 

Results and Discussion 
The presented experimental results were simulated on 

the Java programming environment, using our third-party 
graph and similarity libraries to achieve the goal. Four 
different datasets were used to analyze the performance 
of the proposed model. These are Yelp, Football, Zachary 
and Dolphin dataset. The results were analyzed with Q, 
NMI, VI, and RI. These estimation metrics were used for 
analyzing the results obtained from the training dataset. 

Here is how the Q metric is calculated: 

 
The NMI between P and Q is calculated as: 

 
Here, the X and Y are the original and the predicted 

communities.  and  are the entropy 
values of the corresponding communities. 

Figure 2 plots the result of applying our probabilistic 
model to the Yelp dataset and comparing it to different 
traditional models. We can see that this proposed model 
works much more efficiently than traditional models 
with respect to Yelp. Here, the value of NML represents 
a measure of the quality of the Yelp dataset both inter-
community and intra-community detection. 

Figure 3 compares to Figure 2, but specifically for 
the Dolphin dataset. It also represent that our suggested 
model outperforms standard models in terms of Q value 
on Dolphin dataset. Figure 4, shown below, compares 
our model’s Q value with other existing models in terms 
of the Football dataset. 

From Figure 4 we can see that the proposed Q value 
is more efficient than traditional models, having better 
performance in discovering intracommunity and 
intercommunity communities over the Football dataset. 
Table 1 shows how well the proposed model counts 
local patterns across Yelp data samples compared to 
standard methods. Table 2 shows how the proposed 
model counts local patterns compared to standard 
models throughout Football dataset. 

 

Figure 2.  Performance Comparison on Yelp data. 
 

 
Figure 3.  compares the Q value of the suggested model to dolphin data. 
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Table 1. Proposed Model Performance on Yelp Dataset. 

Test LPA Infomap DAPre Fast greedy Proposed 
1 21075 11737 20336 13190 29259 
2 16547 15637 22145 10693 26581 
3 17890 11500 17979 14861 29772 
4 19837 12479 11269 13801 29617 
5 13389 19570 10708 14716 27752 
6 14327 15895 13322 17124 28896 
7 17339 18648 18318 10278 29383 
8 18219 21102 22273 18177 25866 
9 13253 15002 23572 13552 25064 
10 13356 12695 11646 11550 26852 
11 12328 17531 14017 20366 26774 
12 17422 15066 15169 11627 25522 
13 19719 18763 12624 18379 29506 
14 14149 10375 18199 23866 27310 
15 20603 12114 16179 10821 25657 

Table 2. Proposed Model Performance on Football Dataset. 
Test LPA Infomap DAPre Fast greedy Proposed 

1 5739.011 5552.53 5255.61 5799.24 3854.64 
2 5728.31 5922.76 5189.04 5334.34 3951.82 
3 5330.94 4743.78 5465.60 5790.27 4108.85 
4 5122.21 5317.62 5395.72 5124.76 3848.57 
5 5097.51 5501.61 4582.05 5709.85 4144.79 
6 5553.19 5111.42 4683.31 5277.69 3848.45 
7 4871.26 5291.48 4750.42 4972.49 3845.19 
8 5099.17 5518.15 5678.79 5731.41 3854.74 
9 5616.19 4617.71 5476.26 5353.48 4014.18 

10 5253.88 5743.15 5240.42 5428.42 4201.14 
11 4715.14 5043.28 5556.72 5166.29 3898.91 
12 4928.71 5378.38 5120.36 5712.82 3800.67 
13 4913.88 4564.85 4570.60 5330.68 3812.51 
14 4599.89 5631.24 4683.97 5583.48 4188.79 
15 4981.05 5076.56 5342.90 4824.76 4246.71 

Figure 4. compares the Q value of suggested model to Football dataset 
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Figure 5 shows how the proposed model and standard 
models (DAPre, Infomap, LPA, Fastgreedy) perform in 
terms of local pattern counts across different test cases 
using the Twitch data samples. 

Figure 6 compares the local pattern counts of the 
proposed model with standard models throughout 
different test cases using the Twitch dataset.  Both 
Figures 5 and 6 plot a visual representation of the 
performance of the proposed model compared to other 
standard models on the Twitch OSN dataset. The Twitch 
Social Network Dataset contains the social network of 
users from the Twitch platform, a popular live-streaming 
service focused on video game live streaming. The 
dataset includes nodes representing users and edges 
representing friendships between them. The main dataset 
features are as given below 

● Nodes: Users on the Twitch platform. 
● Edges: Friendships between the users. 
● Attributes: 

o user_id: Unique identifier for each individual 
user. 

o friend_id: Unique identifier for each friend of 
the user. 

creation_date: Date on which the friendship was 
established. 

Conclusion 
Traditional approaches to protecting privacy in social 

networking datasets are based more on data-perturbation 
techniques than on data-transformation techniques 
because the volume of social networking data to be 
processed in real-time requires huge computational 
memory and time to perform intensive, fine-grained 
operations. Likewise, most of the conventional privacy-
preserving methods rely on preset metrics and static 
notions of communities based on structural concepts 
extracted from social networks. We propose a 
probabilistic framework for community detection that can 
be cast into the filtering framework. The proposed 
algorithm extends standard community detection 
approaches in two ways. First, our approach in the 
Bayesian network includes dynamic metrics, leading to a 
fast computation. Second, our framework based on 
filtering yields NMI and Q rates higher than the 
corresponding ones from related methods, as illustrated 
through our experiments. Our future work includes 
optimizing meta-heuristics for both global and local 
search methods expanding the search space within the 
privacy-preserving procedure. 

 

Figure 5. Local Pattern Counts across Twitch Data Samples. 
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