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Abstract. This study investigated to examine stock market seasonality effect in Indian stock market 

for Bombay Stock Exchange (BSE) 100. The study has used monthly returns data of BSE 100 for the 

period from April 2001 to March 2016 for the analysis. The author has examined stationarity in the 

time series using Correlogram, regression equation & ARIMA model is used to find the monthly 

effect in stock returns in India. The results confirmed the existence of seasonality in the stock returns 

in India.  
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Introduction 

It is a well-known fact that production and sales of a business can be prone to seasonal 

variation. Seasonality in a time series occurs with periodicity of an months, quarters or an 

year and refers to regular and repetitive fluctuations occurring in less than a year. Change in 

climate is the primary reason behind seasonal variation in time series data. For instance, sale 

of aerated drinks increases during summers. Economic variables are also affected by customs 

and traditions like sale of gold increases during wedding season. Likewise, asset returns also 

show regular fluctuations during the day, week or month. Monthly patterns are one of the 

most prevalent; returns during some months are better off compared to the other periods i.e. 

effect of that particular month in the year. Similarly, certain days of the week show lower 

returns as compared to other trading days i.e. days of the week effect. 

Nonetheless, this seasonal prevalence in the market prices of the stocks contravenes the 

central paradigm in finance i.e. efficient market hypothesis (EMH). EMH is the speed and 

accuracy with which the market updates and responds to the arrival of new information. Data 

sets are entered constantly in the market in the form of political statements, company 

announcements, economic reports or public surveys. When the market prices adjustment 

rapidly to new information then the market is informationally efficient.  

The presence of seasonality makes it possible to predict equity prices based on past pattern as 

the stock prices are no longer random. This means the weak form of market efficiency is 
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violated. The market participants can now devise a trading strategy that could provide them 

with abnormal profits.  

Review of Literature 

The functioning of the stock markets particularly the emerging economies such as in India 

can be understood well by studying the stock market efficiency. Sunil Poshakwale in his 

study investigated empirically the weak form efficiency and the effect of the day of the week 

effect in BSE for the period of seven years from 1987 to 1994. The efficient market 

hypothesis and capital asset pricing model assumes that stock prices follow a random pattern 

and consequently the distribution should tend to be normal. The evidence on weak form 

efficiency and day of the week effect has been presented under the belief that variance is time 

dependent. The weekday effect was however supported by the BSE. Although there is very 

limited evidence available on market efficiency and day of the week effect in emerging stock 

markets. 

 Kolmogorov Smirnov Goodness of Fitness Test (KS) was used to confirm that the 

distribution is normal which is also found by the frequency distribution. The Wald-Wolfowitz 

Test was used for randomness in investigating serial dependence in share price movements. 

The results of this test indicate non-random nature of the series which means weak form 

efficiency is violated. Therefore, the weak form efficiency was rejected which implies that 

investors cannot adopt a ‘fair return for risk’ strategy while investing in stock market in India.  

Lazar. D, Julia Priya. A and Joseph Jeyapaul carried out a study to analyze the seasonality in 

Indian stock market. The monthly return data of the BSE Index for the period of almost 15 

years from April 1991 to March 2005 was used for this purpose. The regression analysis 

proved the presence of seasonality as the returns were statistically significant in March and 

June at 5% and in October at 10% level. The statistically significant coefficient for April is 

consistent with the ‘tax-loss selling’ hypothesis. The January effect was also supported. 

Thus, the randomness in the stock returns is not evident and the markets may not perfectly 

informationally efficient.  

Ash Narayan Sah examined the weekday effect, weekend effect and seasonality in the returns 

of stock market in India. Daily and monthly data sets of S&P CNX Nifty for the period from 

April 1997 - March 2009 were used to find whether seasonality is present in Nifty and Nifty 

Junior returns. To check whether the return is stationary AR(1) model, DF and ADF tests 

was used. To test the presence of day of the week effect, weekend effect and seasonality, 
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ANOVA which is a type dummy variable regression model was used. The results confirm 

the existence of seasonality (daily and monthly) in Nifty returns. The results also follow that 

Indian markets are not efficient and investors can improve in gaining more returns with the 

right timings. 

Methodology and Data 

The methodology followed is such that the issues of normality, autocorrelation, 

heteroskedasticity etc. are taken care of. To detect the presence of seasonality market indices 

or a large portfolio of shares is taken instead of an individual shares as it can be easily 

detected in the former. The returns of BSE100 are analysed in this project. The study has 

used continuous compounded monthly change in percentage for calculating the stock 

returns— 

rt = (lnPt – lnPt-1) x 100 …..…………………………..(1) 

where rt is the return in the period t, Pt is the monthly average share price of the Sensex for 

the period t and ln natural logarithm. 

Results 

Table 1 depicts the descriptive statistics mean, median, minimum and maximum for the each 

month and the entire period. The results show wide variations across the periods. Returns for 

the month of April, September, November and December are higher than that of other 

months. The maximum average return occurs in the month of December. Returns in the 

month of January and February are negative. Findings show that stock returns are -ve 

skewness for eight months and +ve for the remaining four months. They also show high 

peakedness (flatter tails than the normal) in the curve and hence suggests leptokurtic 

(kurtosis>3) distribution for seven months. The test of normality ‘Jarque-Bera’ confirms the 

normality in the average returns of all months except January. The average monthly returns 

(1.154) for the entire period are positive and depicts high dispersion (deviations) and high 

kurtosis (leptokurtic curve).  
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Table 1: Descriptive Statistics of stock returns (2001-2016) 

 

 

Figure 1: Monthly stock returns (2001-2016)

 JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 2001-16 

  Mean -1.784 -0.693 1.367 2.091 0.912 0.356 1.574 1.114 2.208 0.382 2.765 3.556 1.154 

  Median -3.908 0.580 0.916 0.120 0.834 1.408 1.200 0.740 4.947 1.431 4.288 3.471 1.162 

 Maximum 12.350 6.999 10.202 16.066 27.225 10.290 7.687 16.326 13.211 14.736 11.406 16.992 27.225 

 Minimum -16.676 -9.057 -13.311 -4.957 -18.057 -21.124 -9.137 -8.869 -15.641 -30.065 -9.892 -4.953 -30.065 

 Std. Dev. 7.165 4.761 6.954 5.766 11.120 7.366 4.811 6.099 8.483 10.377 6.570 5.288 7.240 

 Skewness -0.0736 -0.379 -0.483 1.093 0.461 -1.656 -0.537 0.786 -0.889 -1.660 -0.415 0.787 -0.521 

 Kurtosis 3.020 2.059 2.394 3.441 3.486 5.990 2.670 3.979 2.750 6.100 2.182 4.025 5.390 

 Jarque-Bera 0.013 0.913 0.813 3.110 0.680 12.446 0.791 2.146 2.015 12.900 0.848 2.209 51.031 

 Probability 0.993 0.633 0.665 0.211 0.711 0.001 0.673 0.341 0.364 0.001 0.654 0.331 0.000 

 Observations 15 15 15 15 15 15 15 15 15 15 15 15 180 
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Figure 1 shows the plot of returns series for BSE100, which depicts variations in monthly 

returns. The returns hover between -10% and 10% for most of the sample period. A fall 

below -10% can be seen on September 2001, May 2004 and May 2006 but the returns 

recovered quickly. The BSE100 returns fell sharply between January 2008 and October 2008 

because of the stock market crash in the backdrop of mortgage crisis in the US followed by 

economic slowdown round the world. The returns cross the 10% mark in August 2003 and 

December 2003 while the highest return occurs in May 2009 during the sample period. 

In Table 2 the result of the ADF test has been presented. The ADF statistic value is -12.025 

and the associated one-sided p-value (for a test with 179 observations) is 0.0000. The t-

Statistic for ADF is lesser than the critical values. The null hypothesis is rt (returns) has a unit 

root which means that the series is non-stationary. The probability value is 0.0000 which is 

less than 0.05. So we reject the null hypothesis. Thus the ADF test proves that the BSE100 

return series is stationary at level. 

                Table2: Augmented Dickey-Fuller Stationarity (ADF) Test 

 

Table 3: Regression Model for Returns 

  Slope Coefficients Standard Error t Stat P-value Lower CL Upper CL 

Time Period Index -0.010 0.010 -1.027 0.306 -0.029 0.009 

M2 0.147 2.061 0.072 0.943 -3.922 4.217 

M3 2.218 2.065 1.074 0.284 -1.859 6.295 

M4 2.952 2.069 1.427 0.155 -1.132 7.037 

M5 1.782 2.073 0.860 0.391 -2.310 5.874 

M6 1.236 2.077 0.595 0.553 -2.864 5.335 

M7 2.464 2.081 1.184 0.238 -1.644 6.571 

M8 2.014 2.085 0.966 0.335 -2.101 6.129 

M9 3.117 2.089 1.493 0.137 -1.006 7.240 

M10 1.302 2.093 0.622 0.535 -2.829 5.433 

M11 3.694 2.097 1.762 0.080 -0.445 7.834 

M12 4.495 2.101 2.140 0.034 0.347 8.642 
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Table 3 shows the regression model for BSE100 returns. The intercept of coefficients comes 

out as zero because of checking the box ‘Constant is zero’ which is done to avoid getting 

erroneous results as we have large number of x variables. Each time period the return is 

getting lower by 0.00977. The results indicate the presence of seasonal effect in the returns 

series. The significance value of M12 (p<0.05) implies that the coefficient is statistically 

significant and confirms the presence seasonal effect.  

The results are reported in table 4 below. The coefficient of determination R-square which 

indicates the change in the dependent variable due to the explained variable is reported 0.038 

and the Durban Watson statistics is close to 2. The results show that the residuals have no 

serial correlation.  

Table 4: The Regression Model to Test Seasonality 

 
 

The study has applied ARIMA (6,0,2) model to the time series. Table 5 present he results. 

 

 

 



 

71 
 
 

Table 5: Residual equations of ARIMA Model  

 

The study has used auto-regressive moving average models and the parameters are estimated 

accordingly. The coefficient of determination R-square which indicates the change in the 

dependent variable due to the explained variable is reported 0.12 and the Durban Watson 

statistics is close to 2. The results show that the residuals have no auto-correlation.  

Table 6: The Time Series and Regression Model 
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Table reports the estimated coefficients and show significant changes in the dummy variables 

on account of the serial correlations in the residuals. The results indicate the dummy variables 

for month of September, November and December are statistically significant and confirms 

the presence of seasonality in the BSE 100 returns.  

Conclusion 

The outcome of data analysis shows that the month of December observes the maximum 

positive returns and the month January the lowest (negative). The returns continue negative 

for two months, while positive average returns continued in for next ten months. The results 

are significant at 5% level (p<0.05). The regression analysis depicts the presence of 

seasonality in the stock returns selected in the current study. The investors thus required to 

invest with correct timing to improve the returns from the securities. The results can be 

further studied and improved by taking a larger sample and including more indicators of BSE 

index. There is a need to make efforts for conducting more research on the weekly and the 

intra-week day effects. The long term capital gain which was ignored in the current study  

can also make effect and provide a new dimension for the investors in future. 
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