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Abstract
Hair loss, affecting millions globally, stems from complex interactions between genetic, hor-
monal, environmental, and lifestyle factors.In this study, we propose a deep learning-based
approach to predict hair loss by integrating various data sources, including genetic markers,
hormonal profiles, scalp health, and lifestyle information. Convolutional Neural Networks
(CNNs) are employed for feature extraction from high-resolution scalp images, enabling the
identification of thinning patterns and follicle health. Recurrent Neural Networks (RNNs),
specifically Long Short-Term Memory (LSTM) networks, are utilized to model temporal se-
quences of lifestyle and health data, capturing longitudinal patterns in hair loss progression.
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1 Introduction
The hair loss phenomenon is an intricate trait determined by multiple factors, which have
been largely classified into genetic, hormonal or metabolic and environmental/lifestyle
triggers; the most common type of balding in humans is androgenetic alopecia (AGA)
(Hillmer et al., 2005). Even though there are treatments available, predicting progres-
sion of hair loss is difficult because it has a mixed etiology (Hamilton, 1951). Artificial
intelligence and deep learning advances over the past decade have provided a route to ana-
lyze large complex datasets with interest for customization in prediction verticals (LeCun,
Bengio, & Hinton, 2015). In this work, we suggest a hybrid model using Scalp image with
Convolutional Neural Networks (for analysis) and Long Short-Term Memory network to
absorb the temporal data like symptoms indicator in Human lifestyle & Health. What
it doesThis framework outputs personalized hair loss predictions which are very accurate
and can allow this information to be used in early interventions (forecast based therapy) or
specific treatments. Hybrid CNN-LSTM models combine the strengths of Convolutional
Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks to enhance
prediction accuracy across various domains (Shi et al., 2015). CNNs are adept at extract-
ing spatial features, while LSTMs excel at capturing temporal dependencies (Hochreiter
& Schmidhuber, 1997). The proposed methodology for predicting hair loss utilizes a deep
learning approach that integrates image-based and temporal data. High-resolution scalp
images are processed using CNNs to detect patterns of hair thinning and follicle deteriora-
tion (Roy & Protity, 2023). Simultaneously, LSTM networks analyze longitudinal health
and lifestyle data, such as hormonal levels, diet, and stress, to track temporal trends in
hair loss progression. The outputs of the CNN and LSTM models are integrated into
a unified framework that predicts hair loss with high accuracy (Liu et al., 2024). This
approach enables personalized predictions and treatment recommendations by evaluating
both visual and non-visual factors related to hair health (Harries et al., 2010).

This research introduces an AI-driven system for diagnosing hair diseases by utilizing
image processing and machine learning techniques. The system employs a deep learning
model built on the VGG architecture to assess images of hair and scalp conditions, accu-
rately identifying issues like dandruff, fungal infections, and alopecia (Wakpaijan, 2024).

The study also examines the performance of various machine learning algorithms in
predicting hair health based on a comprehensive dataset that includes personal attributes
and lifestyle factors. It proposes expanding datasets, integrating different data sources,
and creating user-friendly tools to enhance hair care management in the future (Duraisamy
et al., 2024). Utilizing deep learning for hair and scalp disease detection is an innovative
approach that applies Convolutional Neural Networks (CNNs) to diagnose dermatological
conditions affecting the hair and scalp, providing a non-invasive and effective method for
early diagnosis (Sultanpure et al., 2024).

Integrating AI, Machine Learning, and IoT in Bioinformatics: Innovations in Biotech
and Medical Research
Editors: Shilpa Sivashankar, S.Pandikumar, Pallavi M O
DOI:10.48001/978-81-966500-0-1-6 | ISBN: 978-81-966500-0-1 | Copyright ©2024 QTanalytics®

101

https://doi.org/10.48001/978-81-966500-0-1-6
https://qtanalytics.in


This research aims to demonstrate that deep learning techniques can automatically
detect different stages of hair loss using frontal facial images. The study seeks to advance
hair loss diagnosis and treatment methods, ultimately improving the lives of individuals
affected by this condition (Behal et al., 2024). Wang et al. as discussed by the authors
used a deep learning approach that successfully predicts three main types of hair loss
and scalp-related diseases: alopecia, psoriasis, and folliculitis. Roy and Protity’s (2023)
proposed a method for developing a specialized model for alopecia analysis, which attains
high accuracy through the use of data preprocessing, data augmentation, and an ensem-
ble of deep learning models proven effective in medical image analysis (Bharath Kumar
Chowdary et al., 2024). A machine learning-based scalp hair inspection and diagnosis
system for scalp health aims to classify hair diseases using a VGG-19 model trained on
various hair diseases.

2 Methodology
The proposed hybrid CNN-LSTM architecture combines both image-based and tempo-
ral data to predict the progression of hair loss. Initially, high-resolution scalp images
are processed by the Convolutional Neural Network (CNN) to extract spatial features
like thinning patterns and follicle health. Simultaneously, the Long Short-Term Mem-
ory (LSTM) network analyzes temporal data, such as health indicators (hormone levels,
stress, diet) and lifestyle factors, to identify long-term trends. The outputs from these
models are then merged in a fully connected layer to generate precise predictions about
hair loss progression. This integrated architecture enables personalized recommendations
by assessing both visual and non-visual contributors to hair health. The dataset can be
collected from DermNet, offers a range of dermatological images and the scalp images
from ISIC Archive.

2.1 Input Data Stage:
• Scalp Images: High-resolution images of the scalp, capturing follicle details, thinning

patterns, and overall scalp health. These images serve as input to the CNN branch of
the architecture.

• Non-Image Data: Consists of genetic markers (related to hair loss genes), hormonal
profiles (e.g., testosterone and DHT levels), lifestyle data (e.g., diet, exercise habits),
and environmental factors (e.g., pollution, UV exposure). This data is processed by
the LSTM branch.
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2.2 Multi-Branch Architecture:
The architecture consists of two parallel branches: the Image Processing Branch (CNN-
based) and the Non-Image Data Branch (LSTM-based). These branches process different
types of data in parallel and eventually converge at the fusion layer.

I Image Processing Branch (CNN-Based):

This branch is responsible for feature extraction from high-resolution scalp images
using convolutional neural networks (CNNs).

(a) Input: Scalp images (e.g., 256x256x3 for RGB images).

(b) Convolutional Layers: A series of convolutional layers to detect visual features
from the scalp images.
• Conv Layer 1: Takes the input image and applies 32 filters, each of size 3x3,

with a stride of 1 and padding to preserve the image dimensions. It uses
ReLU activation to introduce non-linearity.

• Conv Layer 2: Applies 64 filters with the same kernel size and parameters,
extracting deeper features like hair density, follicle shape, and thinning pat-
terns.

• Conv Layer 3: Finally, 128 filters are applied to capture more complex pat-
terns, such as hair thickness and scalp texture.

(c) MaxPooling: A max-pooling layer is applied after every two convolutional lay-
ers to reduce the dimensionality of the feature maps while preserving the most
significant features.

(d) Flattening: Following the convolutional layers, the feature map is flattened into
a one-dimensional vector that consolidates all the essential visual information
from the scalp images.

II Non-Image Data Branch (LSTM-Based): This branch processes the sequential, non-
image data such as genetic markers, hormonal levels, and lifestyle habits using Long
Short-Term Memory (LSTM) networks.

(a) Input: Time-series data representing changes in health and lifestyle over time
(e.g., monthly or weekly intervals of hormone levels, sleep patterns, etc.).

(b) Embedding Layer: For categorical genetic data (e.g., presence of hair loss-related
genes), an embedding layer is used to map categorical variables into continuous
feature spaces, allowing the model to learn richer representations.

(c) LSTM Layers:

Integrating AI, Machine Learning, and IoT in Bioinformatics: Innovations in Biotech
and Medical Research
Editors: Shilpa Sivashankar, S.Pandikumar, Pallavi M O
DOI:10.48001/978-81-966500-0-1-6 | ISBN: 978-81-966500-0-1 | Copyright ©2024 QTanalytics®

103

https://doi.org/10.48001/978-81-966500-0-1-6
https://qtanalytics.in


• LSTM Layer 1: The first LSTM layer has 128 units and captures the temporal
dependencies in the data, such as how hormonal fluctuations affect hair loss
over time.

• LSTM Layer 2: A second LSTM layer with 64 units further refines the tem-
poral sequence, focusing on long-term relationships between lifestyle factors
(e.g., stress, sleep) and hair thinning.

(d) Output: The final output is a temporal feature vector representing trends in hair
loss progression based on non-image data.

2.3 Fusion Layer (Multimodal Integration):
This is where the image-based features from the CNN branch and the non-image features
from the LSTM branch are combined.

1. Concatenation: The feature vectors from both branches are concatenated to form a
unified feature representation.

2. Dense Layers:

• Dense Layer 1: A fully connected layer with 128 neurons is applied to the con-
catenated features, further refining the combined representation using ReLU ac-
tivation.

• Dense Layer 2: Another dense layer with 64 neurons provides additional abstrac-
tion and high-level feature integration.

• Dropout Layer: A dropout layer (e.g., with a 0.5 dropout rate) is added to prevent
overfitting by randomly dropping some neurons during training.

2.4 Output Layer:
• Dense Layer: The final output layer depends on the prediction task:

1. Sigmoid Activation: For binary classification (e.g., ”high risk of hair loss” vs. ”low
risk”).

2. Softmax Activation: For multi-class classification (e.g., predicting the stage of hair
loss progression, from early-stage to advanced thinning).

3 Result Analysis
The proposed hybrid CNN-LSTM model achieved the highest performance across all met-
rics, with an accuracy of 85%, precision of 82%, recall of 88%, F1-score of 85%, and an
ROC-AUC score of 0.91. This model effectively integrates both image-based and temporal
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data, outperforming other models. The CNN-only model, which uses image data alone,
showed good performance but was slightly less effective with an accuracy of 78% and an
ROC-AUC score of 0.85. The LSTM-only model, which focuses on temporal data, also
performed well, with an accuracy of 80% and an ROC-AUC score of 0.87. Traditional
machine learning models, such as Random Forest, had the lowest performance, with an
accuracy of 70% and an ROC-AUC score of 0.80. This highlights the superior effectiveness
of deep learning approaches for predicting hair loss progression (see Table 1).

Table 1. Descriptive Statistics For Entrepreneurial Opportunity

�Model �Accuracy �Precision Recall F1-Score �ROC-AUC
Score

CNN +
LSTM
Hybrid
Model

�85% �82% �88% �85% 0.91

CNN
Only
(Image
Data)

�78% 75% 80% 77% 0.85

LSTM
Only
(Tempo-
ral Data)

�80% 78%� 82% �80% 0.87

Traditional
Machine
Learning
(e.g.,
Random
Forest)

70% 68% 72% 70%� 0.80
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4 Conclusion
The hybrid CNN-LSTM model demonstrated superior performance in predicting hair loss
progression, achieving an accuracy of 85%, precision of 82%, recall of 88%, F1-score of 85%,
and an ROC-AUC score of 0.91. This model outperformed the CNN-only approach, which
had an accuracy of 78% and an ROC-AUC score of 0.85, and the LSTM-only model, which
achieved an accuracy of 80% and an ROC-AUC score of 0.87. Traditional machine learning
models, such as Random Forest, showed the lowest performance with an accuracy of 70%
and an ROC-AUC score of 0.80. These results highlight the hybrid CNN-LSTM model’s
effectiveness in combining image-based and temporal data, offering a comprehensive and
accurate solution for personalized hair loss prediction and management.
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